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Overview of IP routing administration in TMOS

As a BIG-IP® system administrator, you typically manage routing on the system by configuring these BIG-IP system features.

Table 1: BIG-IP system features for route configuration

<table>
<thead>
<tr>
<th>BIG-IP system feature</th>
<th>Benefit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Route domains</td>
<td>You create route domains to segment traffic associated with different applications and to allow devices to have duplicate IP addresses within the same network.</td>
</tr>
<tr>
<td>Local IP addresses</td>
<td>Whenever you create virtual addresses and self IP addresses on the BIG-IP system, the system automatically adds routes to the system that pertain to those addresses, as directly-connected routes.</td>
</tr>
<tr>
<td>Static routes</td>
<td>For destination IP addresses that are not on the directly-connected network, you can explicitly add static routes. You can add both management (administrative) and TMM static routes to the BIG-IP system.</td>
</tr>
<tr>
<td>Advanced routing modules</td>
<td>You can configure the advanced routing modules—a set of dynamic routing protocols and core daemons—to ensure that the BIG-IP system can learn about routes from other routers and advertise BIG-IP system routes. These advertised routes can include BIG-IP virtual addresses.</td>
</tr>
<tr>
<td>The ARP cache</td>
<td>You can manage static and dynamic entries in the ARP cache to resolve IP addresses into MAC addresses.</td>
</tr>
</tbody>
</table>

About BIG-IP system routing tables

The BIG-IP system contains two sets of routing tables:

- The Linux routing tables, for routing administrative traffic through the management interface
A special TMM routing table, for routing application and administrative traffic through the TMM interfaces

As a BIG-IP administrator, you configure the system so that the BIG-IP system can use these routing tables to route both management and application traffic successfully.

About BIG-IP management routes and TMM routes

The BIG-IP system maintains two kinds of routes:

Management routes

Management routes are routes that the BIG-IP system uses to forward traffic through the special management interface. The BIG-IP system stores management routes in the Linux (that is, kernel) routing table.

TMM routes

TMM routes are routes that the BIG-IP system uses to forward traffic through the Traffic Management Microkernel (TMM) interfaces instead of through the management interface. The BIG-IP system stores TMM routes in both the TMM and kernel routing tables.

Viewing routes on the BIG-IP system

You can use the tmsh utility to view different kinds of routes on the BIG-IP system.

1. Open a console window, or an SSH session using the management port, on the BIG-IP system.
2. Use your user credentials to log in to the system.
3. Perform one of these actions at the command prompt:
   • To view all routes on the system, type: tmsh show /net route
   • To view all configured static routes on the system, type: tmsh list /net route

You are now able to view BIG-IP system routes.
What is a route domain?

A route domain is a configuration object that isolates network traffic for a particular application on the network.

Because route domains segment network traffic, you can assign the same IP address or subnet to multiple nodes on a network, provided that each instance of the IP address resides in a separate routing domain.

**Note:** Route domains are compatible with both IPv4 and IPv6 address formats.

**Important:** For systems that include both BIG-IP® Local Traffic Manager™ (LTM) and BIG-IP Global Traffic Manager™ (GTM), you can configure route domains on internal interfaces only.

Benefits of route domains

Using the route domains feature of the BIG-IP® system, you can provide hosting service for multiple customers by isolating each type of application traffic within a defined address space on the network.

With route domains, you can also use duplicate IP addresses on the network, provided that each of the duplicate addresses resides in a separate route domain and is isolated on the network through a separate VLAN. For example, if you are processing traffic for two different customers, you can create two separate route domains. The same node address (such as 10.0.10.1) can reside in each route domain, in the same
pool or in different pools, and you can assign a different monitor to each of the two corresponding pool members.

Sample partitions with route domain objects

This illustration shows two route domain objects on a BIG-IP system, where each route domain corresponds to a separate customer, and thus resides in its own partition. Within each partition, the customer created the network objects and local traffic objects required for that customer's application (AppA or AppB).

Figure 1: Sample partitions with route domains

Sample route domain deployment

A good example of the use of route domains is a configuration for an ISP that services multiple customers, where each customer deploys a different application. In this case, the BIG-IP system isolates traffic for two different applications into two separate route domains. The routes for each application's traffic cannot cross route domain boundaries because cross-routing restrictions are enabled on the BIG-IP system by default.

Figure 2: A sample route domain deployment
About route domain IDs

A route domain ID is a unique numerical identifier for a route domain. You can assign objects with IP addresses (such as self IP addresses, virtual addresses, pool members, and gateway addresses) to a route domain by appending the %ID to the IP address.

The format required for specifying a route domain ID in an object’s IP address is A.B.C.D%ID, where ID is the ID of the relevant route domain. For example, both the local traffic node object 10.10.10.30%2 and the pool member 10.10.10.30%2:80 pertain to route domain 2.

The BIG-IP system includes a default route domain with an ID of 0. If you do not explicitly create any route domains, all routes on the system pertain to route domain 0.

Important: A route domain ID must be unique on the BIG-IP system; that is, no two route domains on the system can have the same ID.

Traffic forwarding across route domains

You can create a parent-child relationship between two route domains, and configure strict isolation, to control the extent to which the BIG-IP system can forward traffic from one route domain to another.

About parent IDs

When you create a route domain, you can specify the ID of another route domain as the parent route domain. The parent ID identifies another route domain that the system can search to find a route if the system cannot find the route within the child route domain.

For example, using the BIG-IP Configuration utility, suppose you create route domain 1 and assign it a parent ID of 0. For traffic pertaining to route domain 1, the system looks within route domain 1 for a route for the specified destination. If no route is found, the system searches the routes in route domain 0.

By default, if the system finds no route in the parent route domain, the system searches the parent route domain’s parent, and so on, until the system finds either a match or a route domain with no parent. In the latter case, the system refrains from searching any other route domains to find a match, thus preventing the system from using a route from another route domain.

You can disable this behavior on a route domain.

About strict isolation

You can control the forwarding of traffic across route domain boundaries by configuring the strict isolation feature of a route domain:

- If strict isolation is enabled, the BIG-IP system allows traffic forwarding from that route domain to the specified parent route domain only. This is the default behavior. Note that for successful isolation, you must enable the strict isolation feature on both the child and the parent route domains.
- If strict isolation is disabled, the BIG-IP system allows traffic forwarding from that route domain to any route domain on the system, without the need to define a parent-child relationship between route domains.
Note that in this case, for successful forwarding, you must disable the strict isolation feature on both the forwarding route domain and the target route domain (that is, the route domain to which the traffic is being forwarded).

About default route domains for administrative partitions

The route domains feature includes the concept of default route domains, to minimize the need for you to specify the %ID notation. When you designate a route domain as the default route domain in a partition, any BIG-IP system objects in that partition that do not include the %ID notation in their IP addresses are automatically associated with the default route domain.

The default route domain for partition Common

The BIG-IP system, by default, includes one route domain, named route domain 0. Route domain 0 is known as the default route domain on the BIG-IP system, and this route domain resides in administrative partition Common. If you do not create any other route domains on the system, all traffic automatically pertains to route domain 0.

If you want to segment traffic into multiple route domains, you can create additional route domains in partition Common and then segment application traffic among those route domains. Any BIG-IP addresses that do not include the route domain ID notation are automatically associated with the default route domain.

Note: Any VLANs that reside in partition Common are automatically assigned to the default route domain.

The default route domain for other partitions

For administrative partitions other than Common, you can create a route domain and designate it as a partition default route domain. A partition can contain one partition default route domain only.

The benefit of having a partition default route domain is that when you create objects such as a virtual server and pool members within that partition, you do not need to specify the ID of that default route domain within the addresses for those objects. For example, if you create a partition default route domain with an ID of 2 in partition A, the system automatically assigns any partition A object IP addresses without a route domain ID to route domain 2.

If no partition default route domain exists within the partition, the system associates those addresses with route domain 0 in partition Common.

About VLANs and tunnels for a route domain

You can assign one or more VLANs, VLAN groups, or tunnels to a route domain. The VLANs, VLAN groups, or tunnels that you assign to a route domain are those pertaining to the particular traffic that you want to isolate in that route domain. Each VLAN, VLAN group, or tunnel can be a member of one route domain only.

When you assign a VLAN group to a route domain, the BIG-IP system automatically assigns the VLAN group members to the route domain.

Please note the following facts:

• If you delete a VLAN group from the system, the VLAN group members remain assigned to the route domain.
• If a VLAN is assigned to a non-default route domain and you delete that route domain, the BIG-IP system automatically assigns the VLAN to the default route domain for that partition.
• When you create VLANs, VLAN groups, and tunnels, the BIG-IP system automatically assigns them to the default route domain of the current partition. You can change this assignment when you create other route domains in the partition.

About advanced routing modules for a route domain

For each route domain that you configure, you can enable one or more dynamic routing protocols, as well as the network protocol Bidirectional Forwarding Detection (BFD). Use of dynamic routing and BFD for route domain 0 or any other route domain is optional.

About throughput limits on route domain traffic

When you configure more than one route domain on the BIG-IP system, the traffic from one particular route domain can potentially consume an inordinate amount of BIG-IP system resource. To prevent this, you can define the amount of BIG-IP system resource that traffic for each route domain can consume.

You do this by assigning a different throughput limit to each route domain. This throughput limit is defined in a bandwidth controller policy. For example, for route domain 1, you can assign a static bandwidth controller policy that specifies a throughput limit of 10 Gbps, while for route domain 2, you can assign a static bandwidth controller policy that specifies a throughput limit of 20 Gbps. When you assign a different bandwidth controller policy to each route domain, traffic for one route domain does not cross the boundary into another route domain on the system.

Important: The BIG-IP system applies a bandwidth controller policy to a route domain's egress traffic only, that is, the traffic that a server within a particular route domain sends back through the BIG-IP system on its way to the client on the public network. A bandwidth controller policy is not applied to traffic coming from the public network to the route domain on the internal network.

Creating a route domain on the BIG-IP system

Before you create a route domain:
• Ensure that an external and an internal VLAN exist on the BIG-IP® system.
• If you intend to assign a static bandwidth controller policy to the route domain, you must first create the policy. You can do this using the BIG-IP Configuration utility.
• Verify that you have set the current partition on the system to the partition in which you want the route domain to reside.

You can create a route domain on BIG-IP system to segment (isolate) traffic on your network. Route domains are useful for multi-tenant configurations.

1. On the Main tab, click Network > Route Domains.
   The Route Domain List screen opens.
2. Click Create.
   The New Route Domain screen opens.
3. In the **Name** field, type a name for the route domain.
   This name must be unique within the administrative partition in which the route domain resides.

4. In the **ID** field, type an ID number for the route domain.
   This ID must be unique on the BIG-IP system; that is, no other route domain on the system can have
   this ID.

5. In the **Description** field, type a description of the route domain.
   For example: This route domain applies to traffic for application MyApp.

6. For the **Strict Isolation** setting, select the **Enabled** check box to restrict traffic in this route domain
   from crossing into another route domain.

7. For the **Parent Name** setting, retain the default value.

8. For the **VLANs** setting, from the **Available** list, select a VLAN name and move it to the **Members** list.
   Select the VLAN that processes the application traffic relevant to this route domain.
   Configuring this setting ensures that the BIG-IP system immediately associates any self IP addresses
   pertaining to the selected VLANs with this route domain.

9. For the **Dynamic Routing Protocols** setting, from the **Available** list, select one or more protocol names
   and move them to the **Enabled** list.
   You can enable any number of listed protocols for this route domain. This setting is optional.

10. From the **Bandwidth Controller** list, select a static bandwidth control policy to enforce a throughput
    limit on traffic for this route domain.

11. From the **Partition Default Route Domain** list, select either **Another route domain (0) is the Partition
    Default Route Domain** or **Make this route domain the Partition Default Route Domain**.
    This setting does not appear if the current administrative partition is partition **Common**.
    When you configure this setting, either route domain 0 or this route domain becomes the default route
domain for the current administrative partition.

12. Click **Finished**.
    The system displays a list of route domains on the BIG-IP system.

You now have another route domain on the BIG-IP system.
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Static route management on the BIG-IP system

Part of managing routing on a BIG-IP® system is to add static routes for destinations that are not located on the directly-connected network. If you are using the route domains feature, you can specify a route domain ID as part of each IP address that you include in a static route entry.

Adding a static route

Before adding a route, if the IP addresses in the route pertain to any route domains, verify that the relevant route domains are present on the system.

Perform this task when you want to explicitly add a route for a destination that is not on the directly-connected network. Depending on the settings you choose, the BIG-IP system can forward packets to a specified network device (such as a next-hop router or a destination server), or the system can drop packets altogether.

1. On the Main tab, click Network > Routes.
2. Click Add.
   The New Route screen opens.
3. In the Name field, type a unique user name.
   This name can be any combination of alphanumeric characters, including an IP address.
4. In the Description field, type a description for this route entry.
   This setting is optional.
5. In the Destination field, type either the destination IP address for the route, or IP address 0.0.0.0 for the default route.
   This address can represent either a host or a network. Also, if you are using the route domains and the relevant route domain is the partition default route domain, you do not need to append a route domain ID to this address.
6. In the Netmask field, type the network mask for the destination IP address.
7. From the Resource list, specify the method through which the system forwards packets:
<table>
<thead>
<tr>
<th>Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use Gateway</td>
<td>Select this option when you want the next hop in the route to be a network IP address. This choice works well when the destination is a pool member on the same internal network as this gateway address.</td>
</tr>
<tr>
<td>Use Pool</td>
<td>Select this option when you want the next hop in the route to be a pool of routers instead of a single next-hop router. If you select this option, verify that you have created a pool on the BIG-IP system, with the routers as pool members.</td>
</tr>
<tr>
<td>Use VLAN/Tunnel</td>
<td>Select this option when you want the next hop in the route to be a VLAN or tunnel. This option works well when the destination address you specify in the routing entry is a network address. Selecting a VLAN/tunnel name as the resource implies that the specified network is directly connected to the BIG-IP system. In this case, the BIG-IP system can find the destination host simply by sending an ARP request to the hosts in the specified VLAN, thereby obtaining the destination host’s MAC address.</td>
</tr>
<tr>
<td>Reject</td>
<td>Select this option when you want the BIG-IP system to reject packets sent to the specified destination.</td>
</tr>
</tbody>
</table>

8. In the MTU field, specify in bytes a maximum transmission unit (MTU) for this route.

9. At the bottom of the screen, click Finished.

After you perform this task, a static route is defined on the BIG-IP system with IP addresses that can pertain to one or more route domains.

You should define a default route for each route domain on the system. Otherwise, certain types of administrative traffic that would normally use a TMM interface might instead use the management interface.
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Dynamic routing on the BIG-IP system

By enabling and configuring any of the BIG-IP® advanced routing modules, you can configure dynamic routing on the BIG-IP system. You enable one or more advanced routing modules, as well as the Bidirectional Forwarding Detection (BFD) protocol, on a per-route-domain basis. Advanced routing module configuration on the BIG-IP system provides these functions:

- Dynamically adds routes to the Traffic Management Microkernel (TMM) and host route tables.
- Advertises and redistributes routes for BIG-IP virtual addresses to other routers.
- When BFD is enabled, detects failing links more quickly than would normally be possible using the dynamic routing protocols’ own detection mechanisms.

Note: On the BIG-IP system, directly-connected and static routes take precedence over dynamically-learned routes.

Supported protocols for dynamic routing

The BIG-IP® advanced routing modules support these protocols.
Table 2: Dynamic routing protocols

<table>
<thead>
<tr>
<th>Protocol Name</th>
<th>Description</th>
<th>Daemon</th>
<th>IP version supported</th>
</tr>
</thead>
<tbody>
<tr>
<td>BFD</td>
<td>Bidirectional Forwarding Detection is a protocol that detects faults between two forwarding engines connected by a link. On the BIG-IP system, you can enable the BFD protocol for the OSPFv2, BGP4, and IS-IS dynamic routing protocols specifically.</td>
<td>oamd</td>
<td>IPv4 and IPv6</td>
</tr>
<tr>
<td>BGP4</td>
<td>Border Gateway Protocol (BGP) with multi-protocol extension is a dynamic routing protocol for external networks that supports the IPv4 and IPv6 addressing formats.</td>
<td>bgpd</td>
<td>IPv4 and IPv6</td>
</tr>
<tr>
<td>IS-IS</td>
<td>Intermediate System-to-Intermediate System (IS-IS) is a dynamic routing protocol for internal networks, based on a link-state algorithm.</td>
<td>isisd</td>
<td>IPv4 and IPv6</td>
</tr>
<tr>
<td>OSPFv2</td>
<td>The Open Shortest Path First (OSPF) protocol is a dynamic routing protocol for internal networks, based on a link-state algorithm.</td>
<td>ospfd</td>
<td>IPv4</td>
</tr>
<tr>
<td>OSPFv3</td>
<td>The OSPFv3 protocol is an enhanced version of OSPFv2.</td>
<td>ospf6d</td>
<td>IPv6</td>
</tr>
<tr>
<td>RIPv1/RIPv2</td>
<td>Routing Information Protocol (RIP) is a dynamic routing protocol for internal networks, based on a distance-vector algorithm (number of hops).</td>
<td>ripd</td>
<td>IPv4</td>
</tr>
<tr>
<td>RIPng</td>
<td>The RIPng protocol is an enhanced version of RIPv2.</td>
<td>ripngd</td>
<td>IPv6</td>
</tr>
</tbody>
</table>

About the Bidirectional Forwarding Detection protocol

**Bidirectional Forwarding Detection (BFD)** is an industry-standard network protocol on the BIG-IP® system that provides a common service to the dynamic routing protocols BGPv4, OSPFv2, and IS-IS. Enabled on a per-route domain basis, BFD identifies changes to the connectivity between two forwarding engines, or endpoints, by transmitting periodic BFD control packets on each path between the two endpoints. When either endpoint fails to receive these control packets for a specific duration of time, the connectivity between the endpoints is considered lost, and BFD notifies the associated dynamic routing protocols. In general, BFD detects connectivity changes more rapidly than the endpoints’ standard Hello mechanisms, leading to quicker network convergence, which is highly desirable to data center applications.

BFD operates by establishing a session between two endpoints, sending BFD control packets over the link. If more than one link exists between two endpoints, BFD can establish multiple sessions to monitor each link.

A BFD session can operate in one of two modes, either asynchronous mode or demand mode:

- You configure BFD to operate in **asynchronous mode** when you want both endpoints to verify connectivity by periodically sending Hello packets to each other. This is the most commonly-used mode.
- You configure BFD to operate in **demand mode** when you want the endpoints to use another way to verify connectivity to each other instead of sending Hello packets. For example, the endpoints might verify connectivity at the underlying physical layer. Note, however, that in demand mode, either host can send Hello packets if needed.
Note: BFD failure detection between two BIG-IP systems does not trigger failover.

Configuration overview

The first step in configuring the Bidirectional Forwarding Detection (BFD) protocol on the BIG-IP® system is to use the IMI Shell within tmsh to configure the protocol for the relevant advanced routing modules (BGP4, OSPFv2, and IS-IS):

- Because BFD does not include a discovery mechanism, you must explicitly configure BFD sessions between endpoints.
- The BFD protocol requires you to commit a nominal amount of additional system resources, in the form of timers, interface bandwidth, and system memory.

After configuring BFD protocol behavior, you enable the protocol on one or more specific route domains.

Important: You can find detailed documentation on BFD commands in the AskF5™ knowledge base at http://support.f5.com.

Enabling the BFD protocol for a route domain

Before you perform this task, verify that you have configured the Port Lockdown setting on all self IP addresses with which routers must communicate. Specifically, you must configure self IP addresses to allow TCP connections on the relevant service port.

You must enable the Bidirectional Forwarding Detection (BFD) network protocol on a per-route domain basis. Use this task to enable BFD on an existing route domain.

1. On the Main tab, click Network > Route Domains. The Route Domain List screen opens.
2. In the Name column, click the name of the relevant route domain.
3. For the Dynamic Routing Protocols setting, from the Available list, select BFD and move it to the Enabled list.
   When you enable BFD, the BIG-IP system starts one BFD session for the route domain, and this session supports the BGP4, IS-IS, and OSPFv2 protocols.
4. Click Update. The system displays the list of route domains on the BIG-IP system.

After you perform this task, the BIG-IP® system starts the daemon oamd. Once enabled, the BFD protocol automatically restarts whenever the BIG-IP system is restarted.

Common commands for BFD base configuration

There are two common BFD commands that you can use to perform BFD base configuration. To use these commands, you use the IMI Shell within tmsh.

<table>
<thead>
<tr>
<th>Sample command line sequence</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>bigip (config-if)# bfd interval 100 minrx 200 multiplier 4</td>
<td>Sets desired Min Tx, required Min Rx, and detect Multiplier.</td>
</tr>
<tr>
<td>bigip (config)# bfd slow-timer 2000</td>
<td>Sets BFD slow timer to two seconds.</td>
</tr>
</tbody>
</table>
Common commands for BFD routing configuration

There are a number of common BFD commands that you can use to perform BFD routing configuration. To use these commands, you use the IMI Shell within tmsh.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Sample command line sequence</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>BGP4</td>
<td><code>bigip (config-if)# neighbor 1.1.1.1 fallover bfd multihop</code></td>
<td>Enables multi-hop bidirectional forwarding detection to BGP neighbor 1.1.1.1.</td>
</tr>
<tr>
<td>OSPFv2</td>
<td><code>bigip (config)# bfd all-interfaces</code></td>
<td>Enables single-hop bidirectional forwarding detection for all OSPF neighbors.</td>
</tr>
<tr>
<td>OSPFv2</td>
<td><code>bigip (config)# area 1 virtual-link 3.3.3.3 fallover bfd</code></td>
<td>Enables multi-hop bidirectional forwarding detection to OSPF router 3.3.3.3.</td>
</tr>
<tr>
<td>IS-IS</td>
<td><code>bigip (config-if)# bfd all-interfaces</code></td>
<td>Enables bidirectional forwarding detection for all IS-IS neighbors.</td>
</tr>
</tbody>
</table>

About ECMP routing

Some of the advanced routing modules on the BIG-IP® system include support for Equal Cost Multipath (ECMP) routing. ECMP is a forwarding mechanism for routing a traffic flow along multiple paths of equal cost, with the goal of achieving equally-distributed link load sharing. By load balancing traffic over multiple paths, ECMP offers potential increases in bandwidth, as well as some level of fault tolerance when a path on the network becomes unavailable.

Advanced routing modules that support ECMP

The BIG-IP® system deploys Equal Cost Multipath (ECMP) routing with these advanced routing modules:

- BGP4
- IS-IS
- OSPFv2
- OSPFv3
- RIPv1
- RIPv2

The ECMP protocol is enabled by default for all of these advanced routing modules except BGP4. For BGP4, you must explicitly enable the ECMP forwarding mechanism.

Enabling the ECMP protocol for BGP4

You can enable the Equal Cost Multipath (ECMP) forwarding mechanism for the BGP4 advanced routing module, using the Traffic Management Shell (tmsh) command line interface. When you enable ECMP for BGP4, the BIG-IP® system provides multiple paths for a traffic flow to choose from, in order to reach the destination.
**Important:** For all other advanced routing modules, the ECMP protocol is enabled by default.

1. Open a console window, or an SSH session using the management port, on a BIG-IP system.
2. Use your user credentials to log in to the system.
3. At the command prompt, type `tmsh`. This opens the tmsh shell.
4. Type this command: `run /util imish -r ID`. The `ID` variable represents the route domain ID. This command invokes the IMI shell.
5. Type `enable`.
6. Type `configure terminal`.
7. Type this command: `bgp max-paths (ebgp|ibgp|) 2-64`  

After you perform this task, the ECMP forwarding mechanism is enabled for the BGP4 advanced routing module.

### Viewing routes that use ECMP

You can perform this task to view the dynamic routes on the system that are using the Equal Cost Multipath (ECMP) forwarding mechanism.

1. Open a console window, or an SSH session using the management port, on a BIG-IP® system.
2. Use your user credentials to log in to the system.
3. At the command prompt, type `tmsh show net route`. The system displays all dynamic routes and indicates the routes that are using ECMP.

### Location of startup configuration for advanced routing modules

When you enable advanced routing modules for a route domain, the BIG-IP system creates a dynamic routing startup configuration. Each route domain has its own dynamic routing configuration, located in the folder `/config/zebos/rdn`, where `n` is the numeric route domain ID.

**Warning:** F5 Networks strongly discourages manual modifications to the startup configuration (such as by using a text editor). Doing so might lead to unexpected results.

### Accessing the IMI Shell

Perform this task when you want to use IMI Shell (`imish`) to configure any of the dynamic routing protocols. Note that if you are using the route domains feature, you must specify the route domain pertaining to the dynamic routing protocol that you want to configure.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type `tmsh`. This opens the `tmsh` shell.
4. Type this command: `run /util imish -r ID`.
   If the route domain for the protocol you want to configure is the default route domain for the current partition, you do not need to use the `-r` option to specify the route domain ID.
   This command invokes the IMI shell.

You can now use any of the IMI shell commands.

### Relationship of advanced routing modules and BFD to route domains

For each route domain on the BIG-IP system (including route domain 0), you can enable one or more dynamic routing protocols, as well as the network protocol Bidirectional Forwarding Detection (BFD). For example, you can enable BGP4 and OSPFv3 on a specific route domain. Use of dynamic routing protocols for a route domain is optional.

When you enable dynamic routing on a specific route domain, the BIG-IP system creates a dynamic routing instance. This dynamic routing instance is made up of the core dynamic routing daemons (`imi` and `nsm`), as well each relevant dynamic routing protocol daemon. If you enable BFD, the BFD instance is made up of the `oamd` protocol daemon. Thus, each dynamic routing instance for a route domain has a separate configuration. You manage a dynamic routing configuration using the IMI shell (`imish`).

### Enabling a protocol for a route domain

Before you perform this task, verify that you have configured the Port Lockdown setting on all self IP addresses with which routers must communicate. Specifically, you must configure self IP addresses to allow TCP connections on the relevant service port. For example, for BGP4, you must configure self IP addresses to allow TCP connections for port 179, the well-known port for BGP4.

The first step in configuring dynamic routing protocols on the BIG-IP system is to enable one or more routing protocols, as well as the optional the Bidirectional Forwarding Detection (BFD) network protocol. A protocol is enabled when at least one instance of the protocol is enabled on a route domain.

**Important:** The BIG-IP system does not synchronize enabled protocols at runtime during configuration synchronization in a redundant system configuration. This can adversely affect the OSPFv2 and OSPFv3 protocols. To prevent these effects, always enable the protocol on an active device. Then synchronize the configuration to a standby device.

1. On the Main tab, click **Network > Route Domains**.
   The Route Domain List screen opens.
2. In the Name column, click the name of the relevant route domain.
3. For the **Dynamic Routing Protocols** setting, from the **Available** list, select a protocol name and move it to the **Enabled** list.
   You can enable any number of listed protocols for this route domain.
   **Important:** When you enable BFD, the BIG-IP system starts one BFD session for the route domain, and this session supports the BGP4, IS-IS, and OSPFv2 protocols only.
4. Click **Update**.
The system displays the list of route domains on the BIG-IP system.

After performing this task, the BIG-IP system starts an instance of the specified protocol daemon for the specified route domain, and starts the core daemons `nsm` and `imi`. If BFD is enabled, the system also starts the daemon `oamd`. Once enabled, a protocol automatically restarts whenever the BIG-IP system is restarted.

**Disabling a protocol for a route domain**

Perform this task to disable an instance of a routing or network protocol that is currently associated with a route domain other than route domain 0.

*Important:* The BIG-IP system does not synchronize disabled protocols at runtime during configuration synchronization in a device service clustering (redundant) configuration. This can adversely affect the OSPFv2 and OSPFv3 protocols. To prevent these effects, always disable the protocol on a standby device. Then synchronize the configuration to an active device.

1. On the Main tab, click Network > Route Domains. The Route Domain List screen opens.
2. In the Name column, click the name of the relevant route domain.
3. For the Dynamic Routing Protocols setting, from the Enabled list, select a protocol name and move it to the Available list.
   You can disable any number of listed protocols for this route domain.
4. Click Update. The system displays the list of route domains on the BIG-IP system.

After disabling a dynamic routing protocol for a route domain, the BIG-IP system stops the daemon of the specified protocol, resulting in these effects:

- If the specified protocol was the only protocol enabled on the system, the system stops the common daemons `nsm` and `imi`, and possibly the `oamd` daemon. You will no longer see these daemons running on the system.
- The relevant configuration is removed from the runtime configuration, but the configuration is stored on the system until you explicitly save the running configuration.
- If restarted later, the BIG-IP system does not automatically re-enable the protocol. In this case, you must explicitly re-enable the protocol after the system restarts.

**Displaying the status of enabled protocols**

Perform this task to display the status of instances of any dynamic routing protocols (including the Bidirectional Forwarding Detection (BFD) protocol) that are enabled for a specific route domain.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type `tmsh`. This opens the `tmsh` shell.
4. Type either `run util zebos check` or `list /net route-domain route_domain_ID` This displays the status and process IDs of any enabled dynamic routing protocols or BFD protocol for the specified route domain.
After performing this task, you can see the status and process IDs of any enabled protocols. The following shows sample output:

```
bgpd  is running [22320]
```

### About Route Health Injection

*Route Health Injection (RHI)* is the system process of advertising the availability of virtual addresses to other routers on the network. You can configure two aspects of RHI: route advertisement and route redistribution.

#### About route advertisement of virtual addresses

*Route advertisement* is the function that the BIG-IP® system performs when advertising a route for a virtual address to the Traffic Management Microkernel (TMM) routing table. You must configure route advertisement to ensure that the dynamic routing protocols propagate this route to other routers on the network.

When configuring route advertisement for a virtual address, you can specify the particular condition under which you want the BIG-IP system to advertise the address. The available conditions that you can choose from, and their descriptions, are:

**When any relevant virtual server is available**

If the system has multiple virtual servers for that virtual address and at least one of them is available, the system advertises the route for the virtual address.

**When all relevant virtual servers are available**

The system only advertises the route for the virtual address when all of the relevant virtual servers are available.

**Always**

The system can advertise the route even when all relevant virtual servers are unavailable. For example, the system can advertise the route when the virtual server is disabled but the virtual address is enabled and the assigned pool is available.

After you specify the desired behavior of the system with respect to route advertisement, the `tmrouted` daemon attempts to comply. The daemon only succeeds in advertising the route for the virtual address when the relevant virtual servers, pool, and pool members collectively report their status in specific combinations.

*Note:* When you configure RHI in a device group configuration, only devices with active traffic groups attempt to advertise routes to virtual addresses.

### Determination of UP state for a virtual address

The `tmrouted` daemon within the BIG-IP® system considers a virtual IP address to be in an UP state when any one of the following conditions are true:

- The BIG-IP Configuration utility shows blue, green, or yellow status for the virtual address.
- The virtual address is a member of an active traffic group.
- The virtual address is enabled and is currently being advertised.
Conditions for route advertisement of virtual addresses

This table shows the ways that Local Traffic Manager™ (LTM®) object status affects whether the BIG-IP® system advertises a route to a virtual address. In the table, the colors represent object status shown on the Local Traffic screens within the BIG-IP Configuration utility. The table also summarizes the collective LTM object status that determines route advertisement.

Table 3: Route advertisement for virtual addresses based on LTM object status

<table>
<thead>
<tr>
<th>Route advertised?</th>
<th>Pool member</th>
<th>Pool</th>
<th>Virtual server</th>
<th>Virtual address</th>
<th>Status summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td><img src="green" alt="Pool member" /></td>
<td><img src="green" alt="Pool" /></td>
<td><img src="green" alt="Virtual server" /></td>
<td><img src="green" alt="Virtual address" /></td>
<td>Pool members are monitored and <strong>UP</strong>. The virtual address is <strong>UP</strong>.</td>
</tr>
<tr>
<td>Yes</td>
<td><img src="blue" alt="Pool member" /></td>
<td><img src="blue" alt="Pool" /></td>
<td><img src="blue" alt="Virtual server" /></td>
<td><img src="blue" alt="Virtual address" /></td>
<td>Pool or pool members are unmonitored. The virtual address is enabled.</td>
</tr>
<tr>
<td>Yes</td>
<td><img src="yellow" alt="Pool member" /></td>
<td><img src="green" alt="Pool" /></td>
<td><img src="yellow" alt="Virtual server" /></td>
<td><img src="green" alt="Virtual address" /></td>
<td>Pool members are disabled. Other objects are enabled.</td>
</tr>
<tr>
<td>Yes</td>
<td><img src="yellow" alt="Pool member" /></td>
<td><img src="green" alt="Pool" /></td>
<td><img src="yellow" alt="Virtual server" /></td>
<td><img src="green" alt="Virtual address" /></td>
<td>Virtual server is disabled. Virtual address is enabled.</td>
</tr>
<tr>
<td>Yes</td>
<td>N/A</td>
<td><img src="yellow" alt="Pool" /></td>
<td><img src="yellow" alt="Virtual server" /></td>
<td><img src="yellow" alt="Virtual address" /></td>
<td>The pool has no members. The virtual address is enabled.</td>
</tr>
<tr>
<td>Yes</td>
<td>N/A</td>
<td>N/A</td>
<td><img src="blue" alt="Virtual server" /></td>
<td><img src="blue" alt="Virtual address" /></td>
<td>Virtual server has no pool assigned.</td>
</tr>
<tr>
<td>No</td>
<td><img src="yellow" alt="Pool member" /></td>
<td><img src="yellow" alt="Pool" /></td>
<td><img src="yellow" alt="Virtual server" /></td>
<td><img src="yellow" alt="Virtual address" /></td>
<td>Pool members are monitored and <strong>DOWN</strong>.</td>
</tr>
<tr>
<td>No</td>
<td><img src="yellow" alt="Pool member" /></td>
<td><img src="green" alt="Pool" /></td>
<td><img src="yellow" alt="Virtual server" /></td>
<td><img src="green" alt="Virtual address" /></td>
<td>Virtual server and virtual address are disabled.</td>
</tr>
<tr>
<td>No</td>
<td><img src="green" alt="Pool member" /></td>
<td><img src="yellow" alt="Pool" /></td>
<td><img src="yellow" alt="Virtual server" /></td>
<td><img src="green" alt="Virtual address" /></td>
<td>Virtual address is disabled. Other objects are enabled.</td>
</tr>
</tbody>
</table>

LTM object status indicators

The BIG-IP® Configuration utility displays various colored icons to report the status of virtual servers, virtual addresses, pools, and pool members.

**Green circle ![Circle](green)**
The object is available in some capacity. The BIG-IP system services traffic destined for this object.

**Blue square ![Square](blue)**
The availability of the object is unknown. Sample causes of this status are when the object is not configured for service checking, the IP address of the object is misconfigured, or the object is disconnected from the network.

**Yellow triangle ![Triangle](yellow)**
The object is not currently available but might become available later with no user intervention. For example, an object that has reached its configured connection limit might show yellow status but later switch to green when the number of connections falls below the configured limit.
Configuring route advertisement on virtual addresses

Before performing this task, verify that you have created the relevant virtual server on the BIG-IP system. Also, the virtual address that you want to advertise must have a status of Up, Unavailable, or Unknown.

Perform this task to specify the criterion that the BIG-IP system uses to advertise routes for virtual addresses. You must perform this task if you want the dynamic routing protocols to propagate this route to other routers on the network.

1. On the Main tab, click Local Traffic > Virtual Servers.
   The Virtual Server List screen displays a list of existing virtual servers.

2. On the menu bar, click Virtual Address List.

3. Click the name of the virtual server you want to configure.

4. For the Advertise Route setting, select an option:
   - When any virtual server is available
   - When all virtual server(s) are available
   - Always

   **Note:**
   If the ICMP Echo setting for the virtual address is set to Selective, then the way that the BIG-IP system manages ICMP echo responses differs depending on how you configure the Advertise Route setting:
   - When you select When any virtual server is available, the BIG-IP system sends an ICMP echo response for a request sent to the virtual address, if one or more virtual servers associated with the virtual address is in an Up or Unknown state.
   - When you select When all virtual server(s) are available, the BIG-IP system always sends an ICMP echo response for a request sent to the virtual address, but only when all virtual servers are available.
   - When you select Always, the BIG-IP system always sends an ICMP echo response for a request sent to the virtual address, regardless of the state of any virtual servers associated with the virtual address.

5. Click Update.

After you perform this task, properly-configured dynamic routing protocols can redistribute the advertised route to other routers on the network.
Displaying advertised routes for virtual addresses

Before you perform this task, depending on the dynamic routing protocol, you might need to configure the protocol's router definition to redistribute the kernel.

Perform this task when you want to display routes for virtual addresses that the BIG-IP system has advertised to other routers on the network.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type `tmsh`. This opens the `tmsh` shell.
4. Type `run /util imish -r ID` The variable `ID` is the ID of the relevant route domain. This ID must be an integer.
   This opens the IMI shell.
5. At the prompt, type `show ip route kernel`.

After performing this task, you should see the advertised routes for virtual addresses. For example, advertised routes for virtual addresses `10.1.51.80/32` and `10.2.51.81/32` appear as follows:

```
K 10.1.51.80/32 is directly connected, tmm0
K 10.1.51.81/32 is directly connected, tmm0
```

The `/32` netmask indicates that the IP addresses pertain to individual hosts, and the `tmm0` indicator shows that protocols on other routers have learned these routes from the Traffic Management Microkernel (TMM).

Delaying the withdrawal of RHI routes

Perform this task to delay the withdrawal of RHI routes when operation status changes. Delaying route withdrawal prevents short route flaps that might occur due to both the short period during failover when both devices are in a standby state, and the periodic housekeeping processes in routing protocol daemons (specifically `bgpd`).

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type `tmsh`. This opens the `tmsh` shell.
4. Set the `bigdb` variable to the needed delay by typing this command: `modify /sys db tmrouted.rhifailoverdelay value delay_in_seconds`

The BIG-IP system now delays the withdrawal of RHI routes by the number of seconds that you specified.

Redistribution of routes for BIG-IP virtual addresses

You can explicitly configure each dynamic routing protocol to redistribute routes for advertised virtual addresses, to ensure that other routers on the network learn these routes. For purposes of redistribution, the dynamic routing protocols consider any route generated through Route Health Injection (RHI) to be a host route.
Note: For all dynamic routing protocols, you must configure route redistribution for IPv4 addresses separately from that of IPv6 addresses.

This example shows an entry in the OSPF configuration. When you add this statement to the OSPF configuration, the BIG-IP system redistributes the route for the virtual address.

```
router ospf
  redistribute kernel
```

You can optionally specify a `route-map` reference that specifies the route map to use for filtering routes prior to redistribution. For example:

```
redistribute kernel route-map external-out
```

Route maps provide an extremely flexible mechanism for fine-tuning redistribution of routes using the dynamic routing protocols.

---

**About ICMP echo responses on the BIG-IP system**

You can control whether the BIG-IP® system sends responses to Internet Control Message Protocol (ICMP) echo requests, on a per-virtual address basis.

If you disable ICMP echo responses on a virtual address, the BIG-IP system never sends an ICMP echo response for an ICMP request packet sent to the virtual address, regardless of the state of any virtual servers associated with the virtual address. If you enable ICMP echo responses on a virtual address, the BIG-IP system always sends an ICMP echo response for an ICMP request packet sent to the virtual address, regardless of the state of any virtual servers associated with the virtual address.

Alternatively, you can selectively enable ICMP echo responses. Selectively enabling ICMP echo responses causes the BIG-IP system to internally enable or disable ICMP responses for the virtual address, based on which virtual server state you choose for enabling route advertisement. This table shows that for each possible virtual server state that you can specify to enable route advertisement for a virtual address, the system controls ICMP echo responses in a unique way.

<table>
<thead>
<tr>
<th>Virtual server state for route advertisement</th>
<th>ICMP echo response behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>When any virtual server for that virtual address is available</td>
<td>The BIG-IP system sends an ICMP echo response for a request sent to the virtual address, if one or more virtual servers associated with the virtual address is in an Up or Unknown state.</td>
</tr>
<tr>
<td>When all virtual servers for that virtual address are available</td>
<td>The BIG-IP system always sends an ICMP echo response for a request sent to the virtual address, but only when all virtual servers are available.</td>
</tr>
<tr>
<td>When you want the system to always advertise a route to the virtual address</td>
<td>The BIG-IP system always sends an ICMP echo response for a request sent to the virtual address, regardless of the state of any virtual servers associated with the virtual address.</td>
</tr>
</tbody>
</table>
Configuring ICMP echo responses for a virtual address

You perform this task to control the way that the BIG-IP® system controls responses to ICMP echo requests sent to an individual BIG-IP virtual address. Note that the way you configure route advertisement for the virtual address can affect the way that the system controls ICMP echo responses.

1. On the Main tab, click **Local Traffic > Virtual Servers**. The Virtual Server List screen displays a list of existing virtual servers.
2. On the menu bar, click **Virtual Address List**.
3. Click the name of the virtual server you want to configure.
4. For the **ICMP Echo** setting, choose a value:
   - If you choose **Enabled**, the BIG-IP system always sends an ICMP echo response for an ICMP request packet sent to the virtual address, regardless of the state of any virtual servers associated with the virtual address.
   - If you choose **Disabled**, the BIG-IP system never sends an ICMP echo response for an ICMP request packet sent to the virtual address, regardless of the state of any virtual servers associated with the virtual address.
   - If you choose **Selective** and route advertisement on a virtual address is set to **When any virtual server is available**, the BIG-IP system sends an ICMP echo response for a request sent to the virtual address, if one or more virtual servers associated with the virtual address is in an Up or Unknown state.
   - If you choose **Selective** and route advertisement on a virtual address is set to **When all virtual server(s) are available**, the BIG-IP system always sends an ICMP echo response for a request sent to the virtual address, but only when all virtual servers are available.
   - If you choose **Selective** and route advertisement on a virtual address is set to **Always**, the BIG-IP system always sends an ICMP echo response for a request sent to the virtual address, regardless of the state of any virtual servers associated with the virtual address.

   **Important:** For those choices that depend on virtual server status, you must configure each relevant virtual server to notify the virtual address of its status.

5. Click **Update**.

After performing this task, the virtual address configuration specifies the behavior that you want the BIG-IP system to exhibit when controlling responses to ICMP echo requests.

Advertisement of next-hop addresses

The BIG-IP system advertises all self IP addresses, including floating self IP addresses, to the dynamic routing protocols. The protocols store floating addresses so that the protocols can prefer a floating address as the advertised next hop. This applies only to protocols that allow explicit next-hop advertisement.

IPv6 next-hop address selection (BGP4 only)

When you are using BGP4 and IPv6 addressing, you can advertise one or two next-hop addresses for each route. The BIG-IP system selects the addresses to advertise based on several factors.
Parameter combinations for next-hop address selection

For BGP-4 only, you can choose from several combinations of configuration parameters to control the selection of next-hop IPv6 addresses.

Table 4: \( P = \) Peering, \( X = \) Configured

<table>
<thead>
<tr>
<th>Link-local autoconf. (LL-A)</th>
<th>Link-local (LL)</th>
<th>Link-local floating (LL-F)</th>
<th>Global (G)</th>
<th>Global floating (G-F)</th>
<th>EBGP multihop</th>
<th>Advertised nexthop addresses</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>LL-A</td>
</tr>
<tr>
<td>X</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LL</td>
</tr>
<tr>
<td>X</td>
<td>P</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>LL-F</td>
</tr>
<tr>
<td>X</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G, LL</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G, LL-A</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>P</td>
<td>X</td>
<td></td>
<td>G</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>P</td>
<td></td>
<td></td>
<td>LL-F</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>P</td>
<td>X</td>
<td></td>
<td>G-F</td>
</tr>
<tr>
<td>X</td>
<td>P</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td>GF, LL</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>P</td>
<td>X</td>
<td></td>
<td>GF</td>
</tr>
<tr>
<td>X</td>
<td>P</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td>LL-F</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td>P</td>
<td>X</td>
<td></td>
<td>GF-F</td>
</tr>
</tbody>
</table>

Visibility of static routes

The dynamic routing protocols view Traffic Management Microkernel (TMM) static routes as kernel routes. (TMM static routes are routes that you configure using `tmsh` or the BIG-IP Configuration utility.) Because TMM static routes are viewed as kernel routes, a TMM static route has a higher precedence than a dynamic route (with an identical destination).

Management routes and addresses are not visible to the dynamic routing protocols and cannot be advertised. Routes to the networks reachable through the management interface can be learned by dynamic routing protocols if they are reachable through a VLAN, VLAN group, or tunnel.

About dynamic routing for redundant system configurations

If the BIG-IP system that you are configuring for dynamic routing is part of a redundant system configuration, you should consider these factors:

- You must configure the dynamic routing protocols on each member of the device group.
- For protocols that include the router ID attribute, you should verify that each member of the device group has a unique router ID.
• When you configure Route Health Injection (RHI), only active device group members advertise routes to virtual addresses.

Special considerations for BGP4, RIP, and IS-IS

For the BGP, RIP, RIPng, and IS-IS protocols, you no longer need to specifically configure these protocols to function in active-standby configurations. Each member of the device group automatically advertises the first floating self IP address of the same IP subnet as the next hop for all advertised routes. This applies to both IPv4 and IPv6 addresses.

Advertising a next-hop address that is always serviced by an active device guarantees that all traffic that follows routes advertised by any device in the redundant pair is forwarded based on the active LTM configuration.

Special considerations for OSPF

For OSPF protocols, the BIG-IP system ensures that standby device group members are the least preferred next-hop routers. The system does this by automatically changing the runtime state as follows:

<table>
<thead>
<tr>
<th>Protocol Name</th>
<th>Runtime state change</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSPFv2</td>
<td>The OSPF interface cost is increased on all interfaces to the maximum value (65535) when the status of the device is Standby. Also, all external type 2 Link State Advertisements (LSAs) are aged out.</td>
</tr>
<tr>
<td>OSPFv3</td>
<td>The OSPF interface cost is increased on all interfaces to the maximum value.</td>
</tr>
</tbody>
</table>

Displaying OSPF interface status

When you display OSPF interface status, you can see the effect of runtime state changes.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type `tmsh`.
4. Type this command: `run /util imish -r ID`.
5. Type `sh ip ospf interface`.
   The variable `id` is the ID of the relevant route domain.

Listing the OSPF link state database

When you list the contents of the OSPF link state database, you can see the effect of runtime state changes.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type `tmsh`.
4. Type this command: `run /util imish -r ID`
5. Type `sh ip ospf database external self-originate`.
   The variable `id` is the ID of the relevant route domain.

**Dynamic routing on a VIPRION system**

If you have a VIPRION® system, it is helpful to understand how the cluster environment affects the dynamic routing functionality.

**VIPRION appearance as a single router**

On a VIPRION® system, the dynamic routing system behaves as if the cluster were a single router. This means that a cluster always appears as a single router to any peer routers, regardless of the dynamic routing protocol being used.

From a management perspective, the VIPRION system is designed to appear as if you are configuring and managing the routing configuration on a single appliance. When you use the cluster IP address to configure the dynamic routing protocols, you transparently configure the primary blade in the cluster. The cluster synchronization process ensures that those configuration changes are automatically propagated to the other blades in the cluster.

**Redundancy for the dynamic routing control plane**

The dynamic routing system takes advantage of the redundancy provided by the cluster environment of a VIPRION® chassis, for the purpose of providing redundancy for the dynamic routing control plane. Two key aspects of dynamic routing control plane redundancy are the VIPRION cluster’s appearance to the routing modules as a single router, and the operational modes of the enabled dynamic routing protocols.

**Operational modes for primary and secondary blades**

Enabled dynamic routing protocols run on every blade in a cluster in one of these operational modes: MASTER, STANDBY, or SLAVE.

This table shows the operational modes for primary and secondary blades, on both the active cluster and the standby cluster.

**Table 6: Operational modes for dynamic routing protocols per blade type**

<table>
<thead>
<tr>
<th>Blade Type</th>
<th>Active Cluster</th>
<th>Standby Cluster</th>
<th>Notes</th>
</tr>
</thead>
</table>
| Primary    | MASTER mode    | STANDBY mode    | The dynamic routing protocols:  
  • Actively participate in dynamic routing protocol communication with peer routers. |
<table>
<thead>
<tr>
<th>Blade Type</th>
<th>Active Cluster</th>
<th>Standby Cluster</th>
<th>Notes</th>
</tr>
</thead>
</table>
| Secondary  | SLAVE mode    | SLAVE mode     | • Maintain TMM and host route tables on all blades in the cluster.  
|            |               |                | The dynamic routing protocols:  
|            |               |                | • Do not transmit any dynamic routing protocol traffic.  
|            |               |                | • Track communication between a module and the peer routers, or wait for transition to MASTER or STANDBY mode. |

In MASTER and STANDBY modes, all routes learned by way of dynamic routing protocols on the primary blade are (in real-time) propagated to all secondary blades. The difference between MASTER and STANDBY mode is in the parameters of advertised routes, with the goal to always make the active unit the preferred next hop for all advertised routes.

The transition from SLAVE to MASTER or STANDBY mode takes advantage of standard dynamic routing protocol graceful restart functionality.

**Viewing the current operational mode**

Perform this task to display the current operational mode (MASTER, STANDBY, or SLAVE) of a blade.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type `tmsh`.
4. Type `run /util imish -r ID`.  
   If the route domain for the protocol you want to configure is the default route domain for the current partition, you do not need to use the `-r` option to specify the route domain ID.  
   This command invokes the IMI shell.
5. Type `show state`.

The BIG-IP system displays a message such as `Current operational state: MASTER`.

**About graceful restart on the VIPRION system**

With the graceful restart function, the dynamic routing protocol control plane moves from one blade to another without disruption to traffic. Graceful restart is enabled for most supported protocols and address families by default.

To operate successfully, the graceful restart function must be supported and enabled on all peer routers with which the VIPRION® system exchanges routing information. If one or more peer routers does not support graceful restart for one or more enabled dynamic routing protocols, a change in the primary blade causes full dynamic routing reconvergence, and probably traffic disruption. The traffic disruption is caused primarily by peer routers discarding routes advertised by the VIPRION system.

The BIG-IP system always preserves complete forwarding information (TMM and host route tables) on VIPRION systems during primary blade changes, regardless of support for graceful restart on peer routers.
Runtime monitoring of individual blades

The BIG-IP system automatically copies the startup configuration to all secondary blades and loads the new configuration when the running configuration is saved on the primary blade.

You can display information about the runtime state of both the primary and secondary blades. However, some information displayed on secondary blades might differ from the information on the primary blade. For troubleshooting, you should use the information displayed on the primary blade only, because only the primary blade both actively participates in dynamic routing communication and controls route tables on all blades.

Troubleshooting information for dynamic routing

Dynamic route propagation depends on a BIG-IP® system daemon named tmrouted. The BIG-IP system starts the tmrouted daemon when you enable the first dynamic routing protocol and restarts the daemon whenever the BIG-IP system restarts.

In the rare case when you need to manage the tmrouted daemon due to a system issue, you can perform a number of different tasks to troubleshoot and solve the problem.

Checking the status of the tmrouted daemon

Use this procedure to verify that the tmrouted daemon is running. This daemon must be running for the enabled dynamic routing protocols to propagate routes.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Type your user credentials to log in to the system.
3. If the system has granted you access to the BASH shell prompt, type tmsh. Otherwise, skip this step.
4. Type show /sys service tmrouted.

The BIG-IP system displays information about tmrouted such as: tmrouted run (pid 5113) 1 days

Stopping the tmrouted daemon

Before you can stop an instance of the tmrouted daemon, the associated protocol instance must be enabled on the BIG-IP system. Also, the BIG-IP system mcpd and tmm daemons must be running on the system.

You perform this task to stop an instance of the tmrouted daemon.

Important: Manage the tmrouted daemon using the tmsh utility only. Attempting to manage tmrouted using a Linux command or with invalid parameters might cause the daemon to fail.

1. Open a console window, or an SSH session using the management port, on the BIG-IP device.
2. Type your user credentials to log in to the system.
3. If the system has granted you access to the BASH shell prompt, type tmsh. Otherwise, skip this step.
4. At the tmsh shell prompt, type stop /sys service tmrouted.
This command stops any instances of tmrouted that are running on the system, causing the associated protocol instance to stop propagating routes.

**Restarting the tmrouted daemon**

Before restarting an instance of the tmrouted daemon, verify that the associated protocol instance is enabled on the BIG-IP system. Also, verify that the BIG-IP system mcpd and tmm daemons are running on the system.

You perform this task to restart an instance of the tmrouted daemon. Whenever the BIG-IP system reboots for any reason, the BIG-IP system automatically starts an instance of tmrouted for each instance of an enabled dynamic routing protocol.

**Important:** Manage the tmrouted daemon using the tmsh utility only. Attempting to manage tmrouted using a Linux command or with invalid parameters might cause the daemon to fail.

1. Open a console window, or an SSH session using the management port, on the BIG-IP system.
2. Type your user credentials to log in to the system.
3. If the system has granted you access to the BASH shell prompt, type tmsh. Otherwise, skip this step.
4. At the tmsh shell prompt, type restart /sys service tmrouted.

This command restarts any instances of tmrouted that are currently stopped. The daemon also communicates with the nsm daemon to propagate dynamically-learned routes to other BIG-IP system processes that need to direct application traffic.

**Configuring tmrouted recovery actions**

Use this task to configure recovery actions when the tmrouted daemon restarts.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type tmsh.
4. Type modify /sys daemon-ha tmrouted running [enabled|disabled]
   - If you want to enable the running-timeout and non-running-action options, type enabled.
   - If you want to disable the running-timeout and non-running-action options, type disabled.

Typing this command with the enabled option causes the active BIG-IP device to fail over to another device in the device group whenever the tmrouted daemon restarts.

5. Type modify /sys daemon-ha tmrouted heartbeat [enabled|disabled]
   - If you want to enable monitoring for the tmrouted heartbeat, type enabled.
   - If you want to disable monitoring for the tmrouted heartbeat, type disabled.

When you type this command with the enabled option and the tmrouted heartbeat is subsequently lost, the system behaves according to the action specified by the heartbeat-action option.
**Location and content of log files**

For each dynamic routing protocol, the BIG-IP system logs messages to a file that pertains to the route domain in which the protocol is running. An example of the path name to a dynamic routing log file is `/var/log/zebos/rd1/zebos.log` file, where rd1 is the route domain of the protocol instance.

The system logs additional messages to the files `/var/log/daemon.log` and `/var/log/ltm`. The system logs protocol daemon information for protocol-specific issues, and logs nsm and imi daemon information for core daemon-related issues.

If a core dynamic routing daemon exits, the system logs an error message similar to the following to the `/var/log/daemon.log` file:

```
Mar  5 22:43:01 mybigip LOGIN: Re-starting tmrouted
```

In addition, the BIG-IP system logs error messages similar to the following to the `/var/log/ltm` file:

```
mcpd[5157]: 01070410:5: Removed subscription with subscriber id bgpd
mcpd[5157]: 01070533:3: evWrite finished with no byte sent to connection 0xa56f9d0 (user Unknown) - connection deleted
```

**Creating a debug log file**

Perform this task to create a log file for debugging. With a debug log file, you can more effectively troubleshoot any issues with a dynamic routing protocol.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type `tmsh`. This opens the `tmsh` shell.
4. At the `tmsh` prompt, type this command: `run /util imish -r ID`. If the route domain for the protocol you want to configure is the default route domain for the current partition, you do not need to specify the route domain ID.
   
   This command invokes the IIM shell.
5. Type the command `log file /var/log/zebos/rdn/zebos.log`. The variable `n` represents the relevant route domain ID. This ID must be an integer.
   
   The system creates a debug log file.
6. Type `write`. This action saves the log file.
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Address Resolution Protocol on the BIG-IP system

The BIG-IP® system is a multi-layer network device, and as such, needs to perform routing functions. To do this, the BIG-IP system must be able to find destination MAC addresses on the network, based on known IP addresses. The way that the BIG-IP system does this is by supporting Address Resolution Protocol (ARP), an industry-standard Layer 3 protocol.

What are the states of ARP entries?

When you use the BIG-IP Configuration utility to view the entries in the ARP cache, you can view the state of each entry:

**RESOLVED**

Indicates that the system has successfully received an ARP response (a MAC address) for the requested IP address within two seconds of initiating the request. An entry in a RESOLVED state remains in the ARP cache until the timeout period has expired.

**INCOMPLETE**

Indicates that the system has made one or more ARP requests within the maximum number of requests allowed, but has not yet received a response.

**DOWN**

Indicates that the system has made the maximum number of requests allowed, and still receives no response. In this case, the system discards the packet, and sends an ICMP host unreachable message to the sender. An entry with a DOWN state remains in the ARP cache until the first of these events occurs:

- Twenty seconds elapse.
• The BIG-IP system receives either a resolution response or a gratuitous ARP from the destination host. (A *

gratuitous ARP* is an ARP message that a host sends without having been prompted by an ARP request.)
• You explicitly delete the entry from the ARP cache.

### About BIG-IP responses to ARP requests from firewall devices

The system does not respond to ARP requests sent from any firewall that uses a multicast IP address as its source address.

### About gratuitous ARP messages

When dynamically updating the ARP cache, the BIG-IP system includes not only entries resulting from responses to ARP requests, but also entries resulting from gratuitous ARP messages.

For security reasons, the system does not fully trust gratuitous ARP entries. Consequently, if there is no existing entry in the cache for the IP address/MAC pair, and the BIG-IP system cannot verify the validity of the gratuitous ARP entry within a short period of time, the BIG-IP system deletes the entry.

### Management of static ARP entries

You can manage static entries in the ARP cache in various ways.

**Task summary**

- Adding a static ARP entry
- Viewing static ARP entries
- Deleting static ARP entries

### Adding a static ARP entry

Perform this task to add entries to the ARP cache on the BIG-IP system. Adding a static entry for a destination server to the ARP cache saves the BIG-IP system from having to send an ARP broadcast request for that destination server. This can be useful when you want the system to forward packets to a special MAC address, such as a shared MAC address, or you want to ensure that the MAC address never changes for a given IP address.

1. On the Main tab, click Network > ARP > Static List.
2. Click Create.
3. In the Name field, type a name for the ARP entry.
4. In the IP Address field, type the IP address with which you want to associate a MAC address.
5. In the MAC Address field, type the MAC address that you want to associate with the specified IP address.
6. Click Finished.
When the BIG-IP system must forward packets to the specified IP address, the system checks the ARP cache to find the MAC address. The system then checks the VLAN’s Layer 2 forwarding table to determine the appropriate outgoing interface.

**Viewing static ARP entries**

Perform this task to view static entries in the ARP cache.

1. On the Main tab, click **Network > ARP > Static List**.
2. View the list of static ARP entries.

You can now see all static entries in the ARP cache.

**Deleting static ARP entries**

Perform this task to delete a static entry from the ARP cache.

1. On the Main tab, click **Network > ARP > Static List**.
2. Locate the entry you want to delete, and to the left of the entry, select the check box.
3. Click **Delete**.
   - A confirmation message appears.
4. Click **Delete**.

The deleted entry is no longer in the BIG-IP system ARP cache.

**Management of dynamic ARP entries**

You can manage dynamic entries in the ARP cache in various ways.

**Task summary**

- Viewing dynamic ARP entries
- Deleting dynamic ARP entries
- Configuring global options for dynamic ARP entries

**Viewing dynamic ARP entries**

Perform this task to view dynamic entries in the ARP cache.

1. On the Main tab, click **Network > ARP > Dynamic List**.
2. View the list of dynamic ARP entries.

You can now see the list of dynamic ARP entries.
Deleting dynamic ARP entries

Perform this task to delete a dynamic entry from the ARP cache.

1. On the Main tab, click **Network > ARP > Dynamic List**.
2. Locate the entry you want to delete and, to the left of the entry, select the check box.
3. Click **Delete**.
   A confirmation message appears.
4. Click **Delete**.

The deleted entry is no longer in the BIG-IP system ARP cache.

Configuring global options for dynamic ARP entries

Perform this task to apply global options to all dynamic ARP entries.

1. On the Main tab, click **Network > ARP > Options**.
2. In the **Dynamic Timeout** field, specify a value, in seconds.
   The seconds begin to count down toward 0 for any dynamically-added entry. When the value reaches 0, the BIG-IP system automatically deletes the entry from the cache. If the entry is actively being used as the time approaches 0, ARP attempts to refresh the entry by sending an ARP request.
3. In the **Maximum Dynamic Entries** field, specify a maximum number of entries.
   Configure a value large enough to maintain entries for all directly-connected hosts with which the BIG-IP system must communicate. If you have more than 2000 hosts that are directly connected to the BIG-IP system, you should specify a value that exceeds the default value of 2048.
   If the number of dynamic entries in the cache reaches the limit that you specified, you can still add static entries to the cache. This is possible because the system can remove an older dynamic entry prematurely to make space for a new static entry that you add.
4. In the **Request Retries** field, specify the number of times that the system can resend an ARP request before marking the host as unreachable.
5. For the **Reciprocal Update** setting, select or clear the check box to enable or disable the setting.

<table>
<thead>
<tr>
<th>Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enabled</td>
<td>Creates an entry in the ARP cache whenever the system receives who-has packets from another host on the network. When you enable this option, you slightly enhance system performance by eliminating the need for the BIG-IP system to perform an additional ARP exchange later.</td>
</tr>
<tr>
<td>Disabled</td>
<td>Prevents a malicious action known as ARP poisoning. <strong>ARP poisoning</strong> occurs when a host is intentionally altered to send an ARP response containing a false MAC address.</td>
</tr>
</tbody>
</table>

6. Click **Update**.

The BIG-IP system now applies these values to all dynamic ARP entries.

Global options for dynamic ARP cache entries

You can configure a set of global options for controlling dynamic ARP cache entries.
Table 7: Global options for dynamic ARP entries

<table>
<thead>
<tr>
<th>Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic Timeout</td>
<td>Specifies the maximum number of seconds that a dynamic entry can remain in the ARP cache before the BIG-IP system automatically removes it.</td>
</tr>
<tr>
<td>Maximum Dynamic Entries</td>
<td>Limits the number of dynamic entries that the BIG-IP system can hold in the ARP cache at any given time. This setting has no effect on the number of static entries that the ARP cache can hold.</td>
</tr>
<tr>
<td>Request Retries</td>
<td>Specifies the number of times that the BIG-IP system resends an ARP request before finally marking the host as unreachable.</td>
</tr>
<tr>
<td>Reciprocal Update</td>
<td>Enables the BIG-IP system to store additional information, which is information that the system learns as a result of other hosts on the network sending ARP broadcast requests to the BIG-IP system.</td>
</tr>
</tbody>
</table>
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