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Overview of TMOS Routing

Overview of routing administration in TMOS
As a BIG-IP ®system administrator, you typically manage routing on the system by configuring these
BIG-IP system features.

Table 1: BIG-IP system features for route configuration

BIG-IP system
feature

Benefit

Interfaces For the physical interfaces on the BIG-IP system, you can configure properties
such as flow control and sFlow polling intervals. You can also configure the
Link Layer Discovery Protocol (LLDP), globally for all interfaces and on a
per-interface basis.

Trunks A trunk is a logical grouping of interfaces on the BIG-IP system. When you
create a trunk, this logical group of interfaces functions as a single interface.
The BIG-IP system uses a trunk to distribute traffic across multiple links, in a
process known as link aggregation.

VLANs You create VLANs for the external and internal BIG-IP networks, as well as
for high-availability communications in a BIG-IP device clustering
configuration. The BIG-IP system supports VLANs associated with both
tagged and untagged interfaces.

Virtual and self IP
addresses

You can create two kinds of IP addresses locally on the BIG-IP system. A
virtual IP address is the address associated with a virtual server. A self IP
address is an IP address on the BIG-IP system that you associate with a
VLAN or VLAN group, to access hosts in that VLAN or VLAN group.
Whenever you create virtual IP addresses and self IP addresses on the BIG-IP
system, the system automatically adds routes to the system that pertain to
those addresses, as directly-connected routes.

DHCP support You can configure the BIG-IP system to function as a DHCP relay or renewal
agent. You can also force the renewal of the DHCP lease for the BIG-IP
system management port.

Packet filtering Using packet filters, you can specify whether a BIG-IP system interface
should accept or reject certain packets based on criteria such as source or
destination IP address. Packet filters enforce an access policy on incoming
traffic.

IP address translation You can configure network address translation (NATs) and source network
address translation (SNATs) on the BIG-IP system. Creating a SNAT for a
virtual server is a common way to ensure that pool members return responses
to the client through the BIG-IP system.

Route domains You create route domains to segment traffic associated with different
applications and to allow devices to have duplicate IP addresses within the
same network.



BIG-IP system
feature

Benefit

Static routes For destination IP addresses that are not on the directly-connected network,
you can explicitly add static routes. You can add both management
(administrative) and TMM static routes to the BIG-IP system.

Dynamic routing You can configure the advanced routing modules (a set of dynamic routing
protocols and core daemons) to ensure that the BIG-IP system can learn about
routes from other routers and advertise BIG-IP system routes. These
advertised routes can include BIG-IP virtual addresses.

Spanning Tree Protocol
(STP)

You can configure any of the Spanning Tree protocols to block redundant
paths on a network, thus preventing bridging loops.

The ARP cache You can manage static and dynamic entries in the ARP cache to resolve IP
addresses into MAC addresses.

WCCPv2 support WCCPv2 is a content-routing protocol developed by Cisco® Systems. It
provides a mechanism to redirect traffic flows in real time. The primary
purpose of the interaction between WCCPv2-enabled routers and a BIG-IP®

system is to establish and maintain the transparent redirection of selected types
of traffic flowing through those routers.

About BIG-IP system routing tables
The BIG-IP system contains two sets of routing tables:

• The Linux routing tables, for routing administrative traffic through the management interface
• A special TMM routing table, for routing application and administrative traffic through the TMM

interfaces

As a BIG-IP administrator, you configure the system so that the BIG-IP system can use these routing
tables to route both management and application traffic successfully.

About BIG-IP management routes and TMM routes
The BIG-IP system maintains two kinds of routes:

Management routes
Management routes are routes that the BIG-IP system uses to forward traffic through the special
management interface. The BIG-IP system stores management routes in the Linux (that is, kernel)
routing table.

TMM routes
TMM routes are routes that the BIG-IP system uses to forward traffic through the Traffic
Management Microkernel (TMM) interfaces instead of through the management interface. The BIG-
IP system stores TMM routes in both the TMM and kernel routing tables.

About traffic load balancing across TMM instances
On eDAG-enabled hardware platforms, you can configure the BIG-IP® system to scatter stateless traffic
in round-robin fashion across TMM instances. This feature is particularly beneficial for networks with

Overview of TMOS Routing
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heavy Domain Name Server (DNS) or Session Initiation Protocol (SIP) traffic, as well as for the
management of Distributed Denial of Service (DDoS) attacks.

You can configure this feature in one of two modes:

Global
Across TMM instances across multiples blades or HSBs on the system. You configure this mode by
setting a global value using the Traffic Management Shell (tmsh). This is the default mode.

Local
Per individual high-speed bridge (HSB). In this case, the system load balances the traffic across
TMM instances within a single blade or HSB but not across multiple blades or HSBs. You configure
this mode when you create or modify a VLAN on the BIG-IP system.

Load balancing traffic across multiple blades or HSBs
Before performing this task, confirm that the BIG-IP®software is running on an eDAG-enabled hardware
platform.

You can configure whether the BIG-IP system load balances traffic across TMM instances between
blades/high-speed bridges (HSBs) or only across TMM instances that are local to a given HSB.

1. Open the TMOS Shell (tmsh).
tmsh

2. Enable the load balancing of traffic across all TMMs between blades or HSBs on the system.
modify net dag-globals round-robin-mode global
After you use this command, the BIG-IP system load balances traffic across all TMM instances on the
system, regardless of the associated blade or HSB.

3. Disable the load balancing of traffic across TMMs between all blades or HSBs on the system.
modify net dag-globals round-robin-mode local
After you use this command, the BIG-IP system load balances traffic across any TMM instances that
are local to a specific blade or HSB, but only if you have selected the Round Robin DAG setting on
the relevant VLAN.

Viewing routes on the BIG-IP system
You can use the tmsh utility to view different kinds of routes on the BIG-IP system.

1. Open a console window, or an SSH session using the management port, on the BIG-IP system.
2. Use your user credentials to log in to the system.
3. Perform one of these actions at the command prompt:

• To view all routes on the system, type: tmsh show /net route
• To view all configured static routes on the system, type: tmsh list /net route

You are now able to view BIG-IP system routes.

BIG-IP TMOS: Routing Administration
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Virtual Wires

Overview: Configuring the BIG-IP system as a Layer 2 device with wildcard
VLANs

Introduction

To deploy a BIG-IP® system without making changes to other devices on your network, you can
configure the system to operate strictly at Layer 2. By deploying a virtual wire configuration, you
transparently add the device to the network without having to create self IP addresses or change the
configuration of other network devices that the BIG-IP device is connected to.

A virtual wire logically connects two interfaces or trunks, in any combination, to each other, enabling the
BIG-IP system to forward traffic from one interface to the other, in either direction. This type of
configuration is typically used for security monitoring, where the BIG-IP system inspects ingress packets
without modifying them in any way.

Sample configuration

This illustration shows a virtual wire configuration on the BIG-IP system. In this configuration, a VLAN
group contains two VLANs tagged with VLAN ID 4096. Each VLAN is associated with a trunk,
allowing the VLAN to accept all traffic for forwarding to the other trunk. Directly connected to a Layer 2
or 3 networking device, each interface or trunk of the virtual wire is attached to a wildcard VLAN, which
accepts all ingress traffic. On receiving a packet, an interface of a virtual wire trunk forwards the frame to
the other trunk and then to another network device.



Optionally, you can create a forwarding virtual server that applies a security policy to ingress traffic
before forwarding the traffic to the other trunk.

Key points

There are a few key points to remember about virtual wire configurations in general:

• An interface accepts packets in promiscuous mode, which means there is no packet modification.
• The system bridges both tagged and untagged data.
• Source MAC address learning is disabled.
• Forwarding decisions are based on the ingress interface.
• Neither VLANs nor MAC addresses change.

Note: VLAN double tagging is not supported in a virtual wire configuration.

Forwarding behavior and user actions
When an interface in virtual wire mode receives traffic, it first tries to associate the traffic with a VLAN
defined on the virtual wire and then looks for a matching virtual server. If a virtual server is found, the
forwarding action is determined by the policies configured on the virtual server.

This table describes how the BIG-IP® system handles certain conditions when the relevant interfaces are
configured to use a virtual wire. The table also shows what actions you can take, if possible.

Virtual Wires
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Condition Default Behavior User Action

No VLAN for tagged
traffic is found.

If the traffic is tagged but there is no
VLAN for that traffic, the virtual wire
dynamically creates data-path objects
that enable the system to engage the
forwarding path.

None.

No VLAN for untagged
traffic is found.

Unlike for tagged traffic, where a
specific VLAN is not needed, a
virtual wire needs a specific VLAN to
associated with untagged traffic.

Be sure to configure an untagged
VLAN on the relevant virtual wire
interface to enable the system to
correctly handle untagged traffic.
Note that many Layer 2 protocols,
such as Spanning Tree Protocol
(STP), employ untagged traffic in the
form of BPDUs.

An "any" VLAN group
and a VLAN configured
for specific traffic exist,
but there is no virtual
server for the specific
traffic.

A virtual wire object can include both
an "any" VLAN group and a separate
VLAN that's configured to handle
specific traffic. If the only virtual
server you create is the one that
listens for the VLAN group traffic
and not specific traffic, the virtual
server configured to listen for traffic
on the VLAN group behaves like a
wildcard virtual server. That is, the
virtual server accepts all traffic for
the virtual wire, including the traffic
intended for the specific VLAN.

Although not a requirement, consider
creating a separate virtual server to
match specific traffic being
forwarded.

No virtual server for
tagged traffic is found.

If there is no matching vitual server
for tagged traffic, a virtual wire
forwards the traffic at Layer 2,
ignoring headers at Layer 3 and
above. However, even in this case the
system keeps a "connection" state
with a default age of 300 seconds.
With a large number of TCP
connections, this can cause temporary
spikes in memory use. The system
eventually clears these memory
spikes through idle timeouts.

Create one or more virtual servers
that match tagged TCP traffic on the
virtual wire. Or, if unsure of the
traffic types, you can create a
wildcard virtual server. By creating
matching or wildcard virtual servers,
you can prevent such spikes in
memory use. The type of virtual
servers you create should be either
Forwarding (IP) or Performance
(Layer 4). This enables the system to
close connections much faster and
therefore improve system
performance. Alternatively, you can
configure a lower idle timeout
threshold using the tmsh command
sys db
tm.l2forwardidletimeout
<value>.

Layer 2 BPDU traffic. As long as the virtual wire is able to
associate the Layer 2 BPDUs to a
VLAN (tagged or untagged), the
system forwards all Layer 2 BPDU
traffic to the peer interface.

Because many Layer 2 protocols
employ untagged BPDUs, it's a good
idea to make sure you have both
tagged and untagged VLANs on the
virtual wire for forwarding BPDUs.
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Create BIG-IP objects for Layer 2 transparency
To configure the BIG-IP® system as an inline device operating in Layer 2 transparency mode, you first
need to create a virtual wire configuration object. Creating a virtual wire object causes the BIG-IP system
to automatically perform these actions:

• Create trunks for accepting all VLAN traffic, with Link Aggregation Protocol (LACP) enabled.
• Set the trunk members (interfaces) to virtual wire mode.
• Create two VLANs with tag 4096 that allow all Layer 2 ingress traffic.
• Create a VLAN group to logically connect the VLANs.

1. On the Main tab, click Network > Virtual Wire.
This object appears on certain BIG-IP platforms only.
The Virtual Wire screen opens.

2. Click Create.
3. In the Name field, type a name for the virtual wire object.
4. On the right side of the screen, click the double-arrow symbol to expand the Shared Objects panel.
5. Click within the Trunks heading area.

This displays a list of existing trunks, and displays the + symbol for creating a trunk.
6. Click the + symbol.
7. In the Name field, type a name for the trunk, such as trunk_external or trunk_internal.
8. In the Interfaces list, select the check boxes for the interfaces that you want to include in the trunk.
9. From the LACP list, select Enabled.

This enables the Link Aggregation Control Protocol (LACP) to monitor link availability within the
trunk.

10. Click Commit.
If you do not see the Commit button, try using a different browser.
This creates the trunk that you can specify as an interface when you complete the creation of the
virtual wire object.

11. Repeat steps 6 through 10 to create a second trunk.
12. In the Member 1 column, from the Interfaces/Trunks list, select a trunk name, such as

trunk_external.
13. In the Member 2 column, from the Interfaces/Trunks list, select another trunk name, such as

trunk_internal.
14. In the VLAN Traffic Management Configuration column, for the Define VLANs list, use the default

value of No.
15. Click Done Editing.
16. Click Commit Changes to System.

After you perform this task, the BIG-IP system contains a virtual wire object, two trunks, two VLANs,
and a VLAN group.

Virtual Wires
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Interfaces

Introduction to BIG-IP system interfaces
A key task of the BIG-IP® system configuration is the configuration of BIG-IP system interfaces. The
interfaces on a BIG-IP system are the physical ports that you use to connect the BIG-IP system to other
devices on the network. These other devices can be next-hop routers, Layer 2 devices, destination
servers, and so on. Through its interfaces, the BIG-IP system can forward traffic to or from other network
devices.

Note: The term interface refers to the physical ports on the BIG-IP system.

Every BIG-IP system includes multiple interfaces. The exact number of interfaces that you have on the
BIG-IP system depends on the platform type.

A BIG-IP system has two types of interfaces:

A management interface
The management interface is a special interface dedicated to performing a specific set of system
management functions.

TMM switch interfaces
TMM switch interfaces are those interfaces that the BIG-IP system uses to send or receive application
traffic, that is, traffic slated for application delivery.

Each of the interfaces on the BIG-IP system has unique properties, such as the MAC address, media
speed, duplex mode, and support for Link Layer Discovery Protocol (LLDP).

In addition to configuring interface properties, you can implement a feature known as interface
mirroring, which you can use to duplicate traffic from one or more interfaces to another. You can also
view statistics about the traffic on each interface.

Once you have configured the properties of each interface, you can configure several other features of the
BIG-IP system that control the way that interfaces operate. For example, by creating a virtual local area
network (VLAN) and assigning interfaces to it, the BIG-IP system can insert a VLAN ID, or tag, into
frames passing through those interfaces. In this way, a single interface can forward traffic for multiple
VLANs.

About link layer discovery protocol
The BIG-IP® system supports Link Layer Discovery Protocol (LLDP). LLDP is a Layer 2 industry-
standard protocol (IEEE 802.1AB) that enables a network device such as the BIG-IP system to advertise
its identity and capabilities to multi-vendor neighbor devices on a network. The protocol also enables a
network device to receive information from neighbor devices.

LLDP transmits device information in the form of LLDP messages known as LLDP Data Units
(LLDPDUs). In general, this protocol:

• Advertises connectivity and management information about the local BIG-IP device to neighbor
devices on the same IEEE 802 LAN.

• Receives network management information from neighbor devices on the same IEEE 802 LAN.
• Operates with all IEEE 802 access protocols and network media.



Using the BIG-IP Configuration utility or tmsh, you can configure the BIG-IP system interfaces to
transmit or receive LLDPDUs. More specifically, you can:

• Specify the exact content of LLDPDUs that a BIG-IP system interface transmits to a neighbor device.
You specify this content by configuring the LLDP Attributes setting on each individual interface.

• Globally specify the frequencies of various message transmittal properties, and specify the number of
neighbors from which each interface can receive messages. These properties apply to all interfaces on
the BIG-IP system.

This figure shows a local LLDP-enabled BIG-IP system, configured to both transmit and receive LLDP
messages from neighbor devices on a LAN.

Figure 1: A local BIG-IP system that transmits and receives LLDPDUs

Interface properties
Each interface on the BIG-IP® system has a set of properties that you can configure, such as enabling or
disabling the interface, setting the requested media type and duplex mode, and configuring flow control.
Configuring the properties of each interface is one of the first tasks you do after running the Setup utility
on the BIG-IP system. While you can change some of these properties, such as media speed and duplex
mode, you cannot change other properties, such as the media access control (MAC) address.

Note: You can configure STP-related properties on an interface by configuring one of the Spanning Tree
protocols.

Before configuring interface properties, it is helpful to understand interface naming conventions. Only
users with either the Administrator or Resource Administrator user role can create and manage interfaces.

Interface naming conventions

By convention, the names of the interfaces on the BIG-IP® system use the format <s>.<p> where s is the
slot number of the network interface card (NIC), and p is the port number on the NIC. Examples of
interface names are 1.1, 1.2, and 2.1. BIG-IP system interfaces already have names assigned to them;
you do not explicitly assign them.

Interfaces
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An exception to the interface naming convention is the management interface, which has the special
name, MGMT.

About interface information and media properties

Using the BIG-IP Configuration utility, you can display a screen that lists all of the BIG-IP® system
interfaces, as well as their current status (UP or DOWN). You can also view other information about each
interface:

• MAC address of the interface
• Interface availability
• Media type
• Media speed
• Active mode (such as full)

This information is useful when you want to assess the way that a particular interface is forwarding
traffic. For example, you can use this information to determine the specific VLANs for which an
interface is currently forwarding traffic. You can also use this information to determine the speed at
which an interface is currently operating.

Interface state

You can either enable or disable an interface on the BIG-IP® system. By default, each interface is set to
Enabled, where it can accept ingress or egress traffic. When you set the interface to Disabled, the
interface cannot accept ingress or egress traffic.

Fixed Requested Media

The Fixed Requested Media property shows that the interface auto-detects the duplex mode of the
interface.

About flow control

You can configure the way that an interface handles pause frames for flow control. Pause frames are
frames that an interface sends to a peer interface as a way to control frame transmission from that peer
interface. Pausing a peer’s frame transmissions prevents an interface’s First-in, First-out (FIFO) queue
from filling up and resulting in a loss of data. Possible values for this property are:

Pause None
Disables flow control.

Pause TX/RX
Specifies that the interface honors pause frames from its peer, and also generates pause frames when
necessary. This is the default value.

Pause TX
Specifies that the interface ignores pause frames from its peer, and generates pause frames when
necessary.

Pause RX
Specifies that the interface honors pause frames from its peer, but does not generate pause frames.
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About the Ether Type property

The Ether Type property appears in the BIG-IP® Configuration utility only when the system includes
ePVA hardware support. An ether type is a two-octet field in an Ethernet frame, used to indicate the
protocol encapsulated in the payload. The BIG-IP system uses the value of this property when an
interface or trunk is associated with a IEEE 802.1QinQ (double tagged) VLAN. By default, the system
sets this value to 0x8100.

About the LLDP property

The LLDP property is one of two properties related to LLDP that you can configure for a specific
interface. The possible values for this setting are:

Disabled
When set to this value, the interface neither transmits (sends) LLDP messages to, nor receives LLDP
messages from, neighboring devices.

Transmit Only
When set to this value, the interface transmits LLDP messages to neighbor devices but does not
receive LLDP messages from neighbor devices.

Receive Only
When set to this value, the interface receives LLDP messages from neighbor devices but does not
transmit LLDP messages to neighbor devices.

Transmit and Receive
When set to this value, the interface transmits LLDP messages to and receives LLDP messages from
neighboring devices.

In addition to the LLDP-related settings that you can configure per interface, you can configure some
global LLDP settings that apply to all interfaces on the system.

Moreover, you can view statistics pertaining to any neighbor devices that have transmitted LLDP
messages to the local BIG-IP® system.

LLDP Attributes

The LLDP Attributes setting is one of two settings related to LLDP that you can configure for a specific
interface. You use this interface setting to specify the content of an LLDP message being sent or received.
Each LLDP attribute that you specify with this setting is optional and is in the form of Type, Length,
Value (TLV).

About the forwarding mode

Each physical interface on the BIG-IP® system has a forwarding mode that you can set. The Forwarding
Mode setting on an interface has these values to choose from:

Forwarding
This is the normal, default mode of operation of an interface on a BIG-IP system. In this mode, the
BIG-IP forwards data received on the interface according to its internal instructions.

Passive
The BIG-IP interface accepts client or server traffic that is mirrored from another network device and
passes it through the Traffic Management Microkernel (TMM) for processing. However, the system
never forwards the traffic out of the BIG-IP system. Instead, the BIG-IP system drops the traffic,
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often after gathering analytics and logging data and sending it to an analytics/logging server. This
mode is sometimes referred to as SPAN mode.

Virtual Wire
The interface is part of a virtual wire. A virtual wire logically connects two interfaces or trunks, in
any combination, to each other, enabling the BIG-IP system to forward traffic from one interface to
the other, in either direction. This type of configuration is typically used for security monitoring,
where the BIG-IP system inspects ingress packets without modifying them in any way.

About Switch Port Analyzer (SPAN) interfaces

A Switch Port Analyzer port, or SPAN port, is an interface that operates in passive mode. You can deploy
a BIG-IP device operating in Passive mode on the network non-intrusively to collect traffic data. You can
then use the collected data for traffic analysis and visibility.

This can be used in different applications. These are some of the reasons for setting a BIG-IP interface to
Passive mode:

• To collect HTTP AVR analytics
• To detect DDoS attacks
• To collect application analytics along with subscriber-awareness made available by PEM
• To use firewall services that report on possible infringements
• To analyze traffic behavior

About interface mirroring
For reliability reasons, you can configure a feature known as interface mirroring. When you configure
interface mirroring, you cause the BIG-IP® system to copy the traffic on one or more interfaces to
another interface that you specify. By default, the interface mirroring feature is disabled.

Neighbor settings
When a BIG-IP® system interface receives LLDP messages from neighbor devices, the BIG-IP system
displays chassis, port, and system information about the content of those messages. Specifically, the
system displays values for the standard TLVs for each neighbor. These TLVs are:

Chassis ID
Identifies the chassis containing the IEEE 802 LAN station associated with the transmitting LLDP
agent.

Port ID
Identifies the port component of the media service access point (MSAP) identifier associated with the
transmitting LLDP agent.

Port description
An alpha-numeric string that describes the interface.

System name
An alpha-numeric string that indicates the administratively-assigned name of the neighbor device.

System description
An alpha-numeric string that is the textual description of the network entity. The system description
should include the full name and version identification of the hardware type, software operating
system, and networking software of the neighbor device.
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System capabilities
The primary functions of the system and whether these primary functions are enabled.

Management address
An address associated with the local LLDP agent used to reach higher layer entities. This TLV might
also include the system interface number that is associated with the management address, if known.

Configuring settings for an interface
You can use this procedure to configure the settings for an individual interface on the BIG-IP ®system.

1. On the Main tab, click Network > Interfaces > Interface List.
The Interface List screen displays the list of interfaces on the system.

2. In the Name column, click an interface number.
This displays the properties of the interface.

3. For the State setting, verify that the interface is set to Enabled.
4. From the LLDP list, select a value.
5. For the LLDP Attributes setting, verify that the list of attributes in the Send field includes all Time

Length Values (TLVs) that you want the BIG-IP system interface to send to neighbor devices.
6. From the Forwarding Mode list, select one of these options:

Option Description

Forwarding Causes traffic on the interface to behave normally, where the BIG-IP system operates
on the traffic and forwards it to an external destination such as an application server
pool. Forwarding is the default value on an interface.

Passive Allows the interface to receive traffic being mirrored from another interface, for the
purpose of anayysis and visibility. Traffic received on a SPAN port does not exit the
BIG-IP system.

Virtual Wire Allows two interfaces or trunks, in any combination, to connect with each other,
enabling the BIG-IP system to forward traffic from one interface to the other at Layer
2, in either direction. This type of configuration is typically used for security
monitoring, where the BIG-IP system inspects ingress packets without modifying
them in any way.

7. Click the Update button.

After you perform this task, the interface is configured to send the specified LLDP information to
neighbor devices.

Related configuration tasks
After you have configured the interfaces on the BIG-IP® system, one of the primary tasks you perform is
to assign those interfaces to the virtual LANs (VLANs) that you create. A VLAN is a logical subset of
hosts on a local area network (LAN) that reside in the same IP address space. When you assign multiple
interfaces to a single VLAN, traffic destined for a host in that VLAN can travel through any one of these
interfaces to reach its destination. Conversely, when you assign a single interface to multiple VLANs, the
BIG-IP system can use that single interface for any traffic that is intended for hosts in those VLANs.

Another powerful feature that you can use for BIG-IP system interfaces is trunking, with link
aggregation. A trunk is an object that logically groups physical interfaces together to increase bandwidth.
Link aggregation, through the use of the industry-standard Link Aggregation Control Protocol (LACP),
provides regular monitoring of link status, as well as failover if an interface becomes unavailable.
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Finally, you can configure the BIG-IP system interfaces to work with one of the spanning tree protocols
(STP, RSTP, and MSTP). Spanning tree protocols reduce traffic on your internal network by blocking
duplicate routes to prevent bridging loops.
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Trunks

Introduction to trunks
A trunk is a logical grouping of interfaces on the BIG-IP® system. When you create a trunk, this logical
group of interfaces functions as a single interface. The BIG-IP system uses a trunk to distribute traffic
across multiple links, in a process known as link aggregation. With link aggregation, a trunk increases the
bandwidth of a link by adding the bandwidth of multiple links together. For example, four fast Ethernet
(100 Mbps) links, if aggregated, create a single 400 Mbps link.

The purpose of a trunk is two-fold:

• To increase bandwidth without upgrading hardware
• To provide link failover if a member link becomes unavailable

You can use trunks to transmit traffic from a BIG-IP system to another vendor switch. Two systems that
use trunks to exchange frames are known as peer systems.

The maximum number of interfaces that you can configure in a trunk depends on your specific BIG-IP
platform and software version. For optimal performance, you should aggregate links in powers of two.

Important: For more information on trunks and the maximum number of interfaces allowed for your
platform, see article K1689, Overview of trunks on BIG-IP platforms, at http://support.f5.com.

Creating a trunk
You create a trunk on the BIG-IP® system so that the system can then aggregate the links to enhance
bandwidth and ensure link availability.

The maximum number of interfaces that you can configure in a trunk is 16 or 32, depending on your
specific BIG-IP platform and software version. For optimal performance, you should aggregate links in
powers of two.

1. On the Main tab, click Network > Trunks.
The Trunk List screen opens.

2. Click Create.
3. Name the trunk.
4. For the Interfaces setting, in the Available field, select an interface, and using the Move button,

move the interface to the Members field. Repeat this action for each interface that you want to
include in the trunk.
Trunk members must be untagged interfaces and cannot belong to another trunk. Therefore, only
untagged interfaces that do not belong to another trunk appear in the Available list.

5. Select the LACP check box.
6. Click Finished.

After you create a trunk, the BIG-IP system aggregates the links to enhance bandwidth and prevent
interruption in service.



How do trunks operate?
In a typical configuration where trunks are configured, the member links of the trunk are connected
through Ethernet cables to corresponding links on a peer system.

This figure shows an example of a typical trunk configuration with two peers and three member links on
each peer:

Figure 2: Example of a trunk configured for two switches

A primary goal of the trunks feature is to ensure that frames exchanged between peer systems are never
sent out of order or duplicated on the receiving end. The BIG-IP® system is able to maintain frame order
by using the source and destination addresses in each frame to calculate a hash value, and then
transmitting all frames with that hash value on the same member link.

The BIG-IP system automatically assigns a unique MAC address to a trunk. However, by default, the
MAC address that the system uses as the source and destination address for frames that the system
transmits and receives (respectively), is the MAC address of the lowest-numbered interface of the trunk.

The BIG-IP system also uses the lowest-numbered interface of a trunk as a reference link. The BIG-IP
system uses the reference link to take certain aggregation actions, such as implementing the automatic
link selection policy. For frames coming into the reference link, the BIG-IP system load balances the
frames across all member links that the BIG-IP system knows to be available. For frames going from any
link in the trunk to a destination host, the BIG-IP system treats those frames as if they came from the
reference link.

Finally, the BIG-IP system uses the MAC address of an individual member link as the source address for
any LACP control frames.

Overview of LACP
A key aspect of trunks is Link Aggregation Control Protocol, or LACP. Defined by IEEE standard
802.3ad, LACP is a protocol that detects error conditions on member links and redistributes traffic to
other member links, thus preventing any loss of traffic on the failed link. On a BIG-IP® system, LACP is
an optional feature that you can configure.

You can also customize LACP behavior. For example, you can specify the way that LACP communicates
its control messages from the BIG-IP system to a peer system. You can also specify the rate at which the
peer system sends LACP packets to the BIG-IP system. If you want to affect the way that the BIG-IP
system chooses links for link aggregation, you can specify a link control policy.

Interfaces for a trunk
Using the Interfaces setting, you specify the interfaces that you want the BIG-IP® system to use as
member links for the trunk. Once you have created the trunk, the BIG-IP system uses these interfaces to
perform link aggregation.
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Tip: To optimize bandwidth utilization, F5 Networks® recommends that, if possible, the number of links in
the trunk be a power of 2 (for example, 2, 4, or 8). This is due to the frame balancing algorithms that the
system uses to map data streams to links. Regardless of the hashing algorithm, a trunk that has 2, 4, or 8
links prevents the possibility of skewing, which can adversely affect data throughput.

The maximum number of interfaces that you can configure in a trunk is 16 or 32, depending on your
specific BIG-IP platform and software version.

The BIG-IP system uses the lowest-numbered interface as the reference link. The system uses the
reference link to negotiate links for aggregation.

After creating the trunk, you assign the trunk to one or more VLANs, using the same VLAN screen that
you normally use to assign an individual interface to a VLAN.

About Spanning Tree and trunk interfaces

If you are using one of the spanning tree protocols (STP, RSTP, or MSTP), the BIG-IP system sends and
receives spanning tree protocol packets on a trunk, rather than on individual member links. Likewise, use
of a spanning tree protocol to enable or disable learning or forwarding on a trunk operates on all member
links together, as a single unit.

About tagging for trunk interfaces

Any interface that you assign to a trunk must be an untagged interface. Furthermore, you can assign an
interface to one trunk only; that is, you cannot assign the same interface to multiple trunks.

Because of these restrictions, the only interfaces that appear in the Interfaces list in the BIG-IP®

Configuration utility are untagged interfaces that are not assigned to another trunk. Therefore, before
creating a trunk and assigning any interfaces to the trunk, you should verify that each interface for the
trunk is an untagged interface.

About trunk configuration

For VIPRION® platforms, F5 Networks® strongly recommends that you create a trunk for each of the
BIG-IP® system internal and external networks, and that each trunk contains interfaces from all slots in
the cluster.

For example, a trunk for the external network should contain the external interfaces of all blades in the
cluster. Configuring a trunk in this way prevents interruption in service if a blade in the cluster becomes
unavailable and minimizes use of the high-speed backplane when processing traffic.

Also, you should connect the links in a trunk to a vendor switch on the relevant network.

Important: When processing egress packets, including those of vCMP® guests, the BIG-IP system uses
trunk member interfaces on local blades whenever possible. This behavior ensures efficient use of the
backplane, thereby conserving backplane bandwidth for processing ingress packets.

About the Ether Type property
The Ether Type property appears in the BIG-IP® Configuration utility only when the system includes
ePVA hardware support. An ether type is a two-octet field in an Ethernet frame, used to indicate the
protocol encapsulated in the payload. The BIG-IP system uses the value of this property when an
interface or trunk is associated with a IEEE 802.1QinQ (double tagged) VLAN. By default, the system
sets this value to 0x8100.
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About enabling LACP
As an option, you can enable LACP on a trunk. Containing a service called lacpd, LACP is an IEEE-
defined protocol that exchanges control packets over member links. The purpose of LACP is to detect
link error conditions such as faulty MAC devices and link loopbacks. If LACP detects an error on a
member link, the BIG-IP® system removes the member link from the link aggregation and redistributes
the traffic for that link to the remaining links of the trunk. In this way, no traffic destined for the removed
link is lost. LACP then continues to monitor the member links to ensure that aggregation of those links
remains valid.

By default, the LACP feature is disabled, to ensure backward compatibility with previous versions of the
BIG-IP system. If you create a trunk and do not enable the LACP feature, the BIG-IP system does not
detect link error conditions, and therefore cannot remove the member link from link aggregation. The
result is that the system cannot redistribute the traffic destined for that link to the remaining links in the
trunk, thereby causing traffic on the failed member link to be lost.

Important: To use LACP successfully, you must enable LACP on both peer systems.

LACP mode
The LACP Mode setting appears on the Trunks screen only when you select the LACP setting. You use
the LACP Mode setting to specify the method that LACP uses to send control packets to the peer
system. The two possible modes are:

Active mode
You specify Active mode if you want the system to periodically send control packets, regardless of
whether the peer system has issued a request. This is the default setting.

Passive mode
You specify Passive mode if you want the system to send control packets only when the peer system
issues a request, that is, when the LACP mode of the peer system is set to Active.

If you set only one of the peer systems to Active mode, the BIG-IP® system uses Active mode for both
systems. Also, whenever you change the LACP mode on a trunk, LACP renegotiates the links that it uses
for aggregation on that trunk.

Tip: We recommend that you set the LACP mode to Passive on one peer system only. If you set both
systems to Passive mode, LACP does not send control packets.

LACP timeout
The LACP Timeout setting appears on the Trunks screen only when you select the LACP setting. You
use the LACP Timeout setting to indicate to the BIG-IP® system the interval in seconds at which the
peer system should send control packets. The timeout value applies only when the LACP mode is set to
Active on at least one of the switch systems. If both systems are set to Passive mode, LACP does not
send control packets.

If LACP sends three consecutive control packets without receiving a response from the peer system,
LACP removes that member link from link aggregation. The two possible timeout values are:
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Short
When you set the timeout value to Short, the peer system sends LACP control packets once every
second. If this value is set to Short and LACP receives no peer response after sending three
consecutive packets, LACP removes the link from aggregation in three seconds.

Long
When you set the timeout value to Long, the peer system sends LACP control packets once every 30
seconds. A timeout value of Long is the default setting. If set to Long and LACP receives no peer
response after sending three consecutive packets, LACP removes the link from aggregation in ninety
seconds.

Whenever you change the LACP timeout value on a trunk, LACP renegotiates the links that it uses for
aggregation on that trunk.

Link selection policy
In order for the BIG-IP® system to aggregate links, the media speed and duplex mode of each link must
be the same on both peer systems. Because media properties can change dynamically, the BIG-IP system
monitors these properties regularly, and if it finds that the media properties of a link are mismatched on
the peer systems, the BIG-IP system must determine which links are eligible for aggregation.

The way the system determines eligible links depends on a link selection policy that you choose for the
trunk. When you create a trunk, you can choose one of two possible policy settings: Auto and Maximum
Bandwidth.

Note: The link selection policy feature represents an F5 Networks® enhancement to the standard IEEE
802.3ad specification for LACP.

Automatic link selection

When you set the link selection policy to Auto (the default setting), the BIG-IP® system uses the lowest-
numbered interface of the trunk as a reference link. (A reference link is a link that the BIG-IP system uses
to make a link aggregation decision.) The system then aggregates any links that have the same media
properties and are connected to the same peer as the reference link.

For example, suppose that you created a trunk to include interfaces 1.2 and 1.3, each with a media speeds
of 100 Mbps, and interface 1.4, with a different media speed of 1 Gbps. If you set the link selection
policy to Auto, the BIG-IP system uses the lowest-numbered interface, 1.2, as a reference link. The
reference link operates at a media speed of 100 Mbps, which means that the system aggregates all links
with that media speed (interfaces 1.2 and 1.3). The media speed of interface 1.4 is different (1 Gbps), and
therefore is not considered for link aggregation. Only interfaces 1.2 and 1.3 become working member
links and start carrying traffic.

If the media speed of interface 1.4 changes to 100 Mbps, the system adds that interface to the
aggregation. Conversely, if the media speed of interface 1.4 remains at 1 Gbps, and the speed of the
reference link changes to 1 Gbps, then interfaces 1.2 and 1.4 become working members, and 1.3 is now
excluded from the aggregation and no longer carries traffic.

Maximum bandwidth link selection

When you set the link selection policy to Maximum Bandwidth, the BIG-IP® system aggregates the
subset of member links that provide the maximum amount of bandwidth to the trunk.

If interfaces 1.2 and 1.3 each operate at a media speed of 100 Mbps, and interface 1.4 operates at speed
of 1 Gbps, then the system selects only interface 1.4 as a working member link, providing 1 Gbps of
bandwidth to the trunk. If the speed of interface 1.4 drops to 10 Mbps, the system then aggregates links
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1.2 and 1.3, to provide a total bandwidth to the trunk of 200 Mbps. The peer system detects any non-
working member links and configures its aggregation accordingly.

Tip: To ensure that link aggregation operates properly, make sure that both peer systems agree on the
link membership of their trunks.

Frame distribution hash
When frames are transmitted on a trunk, they are distributed across the working member links. The
distribution function ensures that the frames belonging to a particular conversation are neither mis-
ordered nor duplicated at the receiving end.

The BIG-IP® system distributes frames by calculating a hash value based on the source and destination
addresses (or the destination address only) carried in the frame, and associating the hash value with a
link. All frames with a particular hash value are transmitted on the same link, thereby maintaining frame
order. Thus, the system uses the resulting hash to determine which interface to use for forwarding traffic.

The Frame Distribution Hash setting specifies the basis for the hash that the system uses as the frame
distribution algorithm.

The default value is Source/Destination IP address.

Possible values for this setting are:

Source/Destination MAC address
This value specifies that the system bases the hash on the combined MAC addresses of the source and
the destination.

Destination MAC address
This value specifies that the system bases the hash on the MAC address of the destination.

Source/Destination IP address
This value specifies that the system bases the hash on the combined IP addresses of the source and
the destination.
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VLANs, VLAN Groups, and VXLAN

About VLANs
A VLAN is a logical subset of hosts on a local area network (LAN) that operate in the same IP address
space. Grouping hosts together in a VLAN has distinct advantages. For example, with VLANs, you can:

• Reduce the size of broadcast domains, thereby enhancing overall network performance.
• Reduce system and network maintenance tasks substantially. Functionally-related hosts no longer

need to physically reside together to achieve optimal network performance.
• Enhance security on your network by segmenting hosts that must transmit sensitive data.

You can create a VLAN and associate physical interfaces with that VLAN. In this way, any host that
sends traffic to a BIG-IP® system interface is logically a member of the VLAN or VLANs to which that
interface belongs.

Default VLAN configuration

By default, the BIG-IP® system includes VLANs named internal and external. When you initially ran
the Setup utility, you assigned the following to each of these VLANs:

• A static and a floating self IP address
• A VLAN tag
• One or more BIG-IP system interfaces

A typical VLAN configuration is one in which the system has the two VLANs external and internal,
and one or more BIG-IP system interfaces assigned to each VLAN. You then create a virtual server, and
associate a default load balancing pool with that virtual server. This figure shows a typical configuration
using the default VLANs external and internal.



Figure 3: A typical configuration using the default VLANs

Note: VLANs internal and external reside in partition Common.

About VLANs and interfaces

VLANs are directly associated with the physical interfaces on the BIG-IP® system.

Interface assignments

For each VLAN that you create, you must assign one or more BIG-IP® system interfaces to that VLAN.
When you assign an interface to a VLAN, you indirectly control the hosts from which the BIG-IP system
interface sends or receives messages.

Tip: You can assign not only individual interfaces to the VLAN, but also trunks.

For example, if you assign interface 1.11 to VLAN A, and you then associate VLAN A with a virtual
server, then the virtual server sends its outgoing traffic through interface 1.11, to a destination host in
VLAN A. Similarly, when a destination host sends a message to the BIG-IP system, the host’s VLAN
membership determines the BIG-IP system interface that should receive the incoming traffic.

Each VLAN has a MAC address. The MAC address of a VLAN is the same MAC address of the lowest-
numbered interface assigned to that VLAN.
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About untagged interfaces

You can create a VLAN and assign interfaces to the VLAN as untagged interfaces. When you assign
interfaces as untagged interfaces, you cannot associate other VLANs with those interfaces. This limits
the interface to accepting traffic only from that VLAN, instead of from multiple VLANs. If you want to
give an interface the ability to accept and receive traffic for multiple VLANs, you add the same interface
to each VLAN as a tagged interface.

About tagged interfaces

You can create a VLAN and assign interfaces to the VLAN as single- or double-tagged interfaces. When
you assign interfaces as tagged interfaces, you can associate multiple VLANs with those interfaces.

A VLAN tag is a unique ID number that you assign to a VLAN, to identify the VLAN to which each
packet belongs. If you do not explicitly assign a tag to a VLAN, the BIG-IP® system assigns a tag
automatically. The value of a VLAN tag can be between 1 and 4094. Once you or the BIG-IP system
assigns a tag to a VLAN, any message sent from a host in that VLAN includes this VLAN tag as a header
in the message.

Important: If a device connected to a BIG-IP system interface is another switch, the VLAN tag that you
assign to the VLAN on the BIG-IP system interface must match the VLAN tag assigned to the VLAN on
the interface of the other switch.

About single tagging

This figure shows the difference between using three untagged interfaces (where each interface must
belong to a separate VLAN) versus one single-tagged interface (which belongs to multiple VLANs).

Figure 4: Solutions using untagged (left) and single-tagged interfaces (right)

The configuration on the left shows a BIG-IP system with three internal interfaces, each a separate,
untagged interface. This is a typical solution for supporting three separate customer sites. In this scenario,
each interface can accept traffic only from its own VLAN.

Conversely, the configuration on the right shows a BIG-IP system with one internal interface and an
external switch. The switch places the internal interface on three separate VLANs. The interface is
configured on each VLAN as a single-tagged interface. In this way, the single interface becomes a tagged
member of all three VLANs, and accepts traffic from all three. The configuration on the right is the
functional equivalent of the configuration of the left.
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Important: If you are connecting another switch into a BIG-IP system interface, the VLAN tag that you
assign to the VLAN on the BIG-IP system must match the VLAN tag on the interface of the other switch.

About double tagging

For BIG-IP® systems with ePVA hardware support, the system includes support for the IEEE 802.1QinQ
standard. Known informally as Q-in-Q or double tagging, this standard provides a way for you to insert
multiple VLAN tags into a single frame. This allows you to encapsulate single-tagged traffic from
disparate customers with only one tag.

Double tagging expands the number of possible VLAN IDs in a network. With double tagging, the
theoretical limitation in the number of VLAN IDs expands from 4096 to 4096*4096.

When you implement double tagging, you specify an inner tag that encapsulates all of the single-tagged
traffic. You then designate all other tags as outer tags, or customer tags (C-tags), which serve to identify
and segregate the traffic from those customers.

A common use case is one in which an internet service provider creates a single VLAN within which
multiple customers can retain their own VLANs without regard for overlapping VLAN IDs. Moreover,
you can use double-tagged VLANs within route domains or vCMP® guests. In the latter case, vCMP host
administrators can create double-tagged VLANs and assign the VLANs to guests, just as they do with
single-tagged VLANs. For a vCMP guest running an older version of the BIG-IP software, double-tagged
VLANs are not available for assignment to the guest.

Note: On systems that support double tagging, if you configure a Fast L4 local traffic profile, you cannot
enable Packet Velocity Asic (PVA) hardware acceleration.

VLAN association with a self IP address

Every VLAN must have a static self IP address associated with it. The self IP address of a VLAN
represents an address space, that is, the range of IP addresses pertaining to the hosts in that VLAN. When
you ran the Setup utility earlier, you assigned one static self IP address to the VLAN external, and one
static self IP address to the VLAN internal. When sending a request to a destination server, the BIG-IP
system can use these self IP addresses to determine the specific VLAN that contains the destination
server.

The self IP address with which you associate a VLAN should represent an address space that includes the
IP addresses of the hosts that the VLAN contains. For example, if the address of one host is 11.0.0.1
and the address of the other host is 11.0.0.2, you could associate the VLAN with a self IP address of
11.0.0.100, with a netmask of 255.255.255.0.

VLAN assignment to route domains

If you explicitly create route domains, you should consider the following facts:

• You can assign VLANs (and VLAN groups) to route domain objects that you create. Traffic
pertaining to that route domain uses those assigned VLANs.

• During BIG-IP® system installation, the system automatically creates a default route domain, with an
ID of 0. Route domain 0 has two VLANs assigned to it, VLAN internal and VLAN external.

• If you create one or more VLANs in an administrative partition other than Common, but do not create
a route domain in that partition, then the VLANs you create in that partition are automatically
assigned to route domain 0.

Maintaining the L2 forwarding table

Layer 2 forwarding is the means by which frames are exchanged directly between hosts, with no IP
routing required. This is accomplished using a simple forwarding table for each VLAN. The L2
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forwarding table is a list that shows, for each host in the VLAN, the MAC address of the host, along with
the interface that the BIG-IP® system needs for sending frames to that host. The intent of the L2
forwarding table is to help the BIG-IP system determine the correct interface for sending frames, when
the system determines that no routing is required.

The format of an entry in the L2 forwarding table is:

<MAC address> -> <if>

For example, an entry for a host in the VLAN might look like this:

00:a0:c9:9e:1e:2f -> 2.1

The BIG-IP system learns the interfaces that correspond to various MAC entries as frames pass through
the system, and automatically adds entries to the table accordingly. These entries are known as dynamic
entries. You can also add entries to the table manually, and these are known as static entries. Entering
static entries is useful if you have network devices that do not advertise their MAC addresses. The system
does not automatically update static entries.

The BIG-IP system does not always need to use the L2 forwarding table to find an interface for frame
transmission. For instance, if a VLAN has only one interface assigned to it, then the BIG-IP system
automatically uses that interface.

Occasionally, the L2 forwarding table does not include an entry for the destination MAC address and its
corresponding BIG-IP system interface. In this case, the BIG-IP system floods the frame through all
interfaces associated with the VLAN, until a reply creates an entry in the L2 forwarding table.

Additional VLAN configuration options

There are a number of settings that you can configure for a VLAN.

Source checking

When you enable source checking, the BIG-IP® system verifies that the return path for an initial packet is
through the same VLAN from which the packet originated. Note that the system only enables source
checking if the global setting Auto Last Hop is disabled.

Maximum transmission units

The value that you configure for the maximum transmission unit, or MTU, is the largest size that the
BIG-IP® system allows for an IP datagram passing through a BIG-IP system interface. By default, the
BIG-IP system uses the standard Ethernet frame size of 1518 bytes (1522 bytes if VLAN tagging is
used), with a corresponding MTU value of 1500 bytes for a VLAN.

One reason for changing the value of the MTU setting is when your BIG-IP platform supports jumbo
frames. A jumbo frame is an Ethernet frame with more than 1500 bytes, and fewer than 9000 bytes, of
payload.

If your BIG-IP platform does not support jumbo frames and a VLAN receives a jumbo frame, the system
discards the frame.

VLAN-based fail-safe

VLAN fail-safe is a feature you enable when you want to base redundant-system failover on VLAN-
related events. To configure VLAN fail-safe, you specify a timeout value and the action that you want the
system to take when the timeout period expires.

Auto last hop

When you create a VLAN, you can designate the VLAN as the last hop for TMM traffic.
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CMP hash

The CMP Hash setting allows all connections from a client system to use the same set of TMMs. This
improves system performance. In configuring the CMP Hash value, you can choose the traffic
disaggregation criteria for the VLAN, either source IP address, destination IP address, or TCP/UDP
source/destination ports. The default value uses TCP/UDP source/destination ports. Note that the CMP
Hash setting appears only on the properties screen for an existing VLAN.

DAG round robin

You can use the DAG Round Robin setting on a VLAN to prevent stateless traffic from overloading a
few TMM instances, a condition that can disable an entire BIG-IP system. When enabled, this setting
causes the BIG-IP system to load balance the traffic among TMMs evenly, instead of using a static hash.
Stateless traffic in this case includes non-IP Layer 2 traffic, ICMP, some UDP protocols, and so on. This
setting is disabled by default.

This feature is particularly useful for firewall and Domain Name System (DNS) traffic. For example, this
feature prevents certain types of DDoS attacks, such as an ICMP DDoS attack that can overload the
system by sending the same packets repeatedly to a specific subset of TMMs.

Note: The disaggregation of traffic occurs only to TMMs that are local to a given high-speed bridge
(HSB).

Specifying port numbers

Before you perform this task, confirm that you have enabled the DAG Round Robin setting on the
relevant VLAN.

When you enable the DAG Round Robin feature on a VLAN, you must also configure a bigdb variable
that specifies the relevant destination ports.

1. Open the TMOS Shell (tmsh).
tmsh

2. Specify the port numbers to be used.
modify sys db dag.roundrobin.udp.portlist value
"port_number:port_number:port_number:port_number"
The values that you specify with this bigdb variable apply to all VLANs on which the DAG Round
Robin setting is enabled.
This example specifies that the system load balances packets destined for ports 53, 26, 19, and 45:

modify sys db dag.roundrobin.udp.portlist value "53:26:19:45"

DAG tunnel

You can use the DAG Tunnel setting on a VLAN to enable hardware-based disaggregation. This defines
how the disaggregator (DAG) processes received packets that are encapsulated using one of the
supported tunneling protocols (such as, NVGRE, VXLAN, EtherIP, IPIP).

There are two options for DAG tunnel:

Inner
Disaggregates encapsulated packets based on the inner headers. Using the inner headers typically
provides more information to the DAG which allows for a better distribution of packets across TMM
instances. If you select a value of Inner, you must also configure a bigdb variable to specify a port
number before any associated tunnels can use the inner headers.
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Outer
Uses the outer headers of encapsulated packets without inspecting the inner headers. This is the
default value.

Specifying a port number

Before you perform this task, confirm that you have enabled the DAG Tunnel setting on the relevant
VLAN.

When you enable the DAG tunnel feature on a VLAN, you must also configure a bigdb variable that
specifies a port number so that associated tunnels can disaggregate based on the inner header of a packet.

1. Open the TMOS Shell (tmsh).
tmsh

2. Specify a port number to be used.
modify sys db iptunnel.vxlan.udpport value <port_number>
The value that you specify with this bigdb variable applies to all VLANs on which the DAG Tunnel
setting is enabled.

Important: Typically, a tunnel uses port 4789. If you choose to use a different port number, you must
ensure that the port number specified in the relevant VXLAN profile matches the value you set with
this command.

Configuring DAG tunnel using tmsh

Before you perform this task, confirm that you have configured the iptunnel.vxlan.udpport
variable with a port number.

You can use the Traffic Management Shell (tmsh) to configure the DAG tunnel feature on a VLAN. The
default value is outer.

1. Open the TMOS Shell (tmsh).
tmsh

2. Configure whether to use inner or outer headers.
modify vlan vlan_name dag-tunnel [outer | inner]

About sFlow polling intervals and sampling rates

You can change the sFlow settings for a specific VLAN when you want the traffic flowing through the
VLAN to be sampled at a different rate than the global sFlow settings on the BIG-IP® system.

Creating a VLAN

You perform this task when you need to create a VLAN. A VLAN represents a logical collection of hosts
that can share network resources, regardless of their physical location on the network. When you create a
VLAN, you can assign the BIG-IP® interfaces as tagged or untagged interfaces. If your hardware
platform supports ePVA, you have the additional option of configuring double tagging (also known as Q-
in-Q tagging) for this VLAN.

1. On the Main tab, click Network > VLANs.
The VLAN List screen opens.

2. Click Create.
The New VLAN screen opens.

3. In the Name field, type a unique name for the VLAN.
4. In the Tag field, type a numeric tag, between 1-4094, for the VLAN, or leave the field blank if you

want the BIG-IP system to automatically assign a VLAN tag.
The VLAN tag identifies the traffic from hosts in the associated VLAN.
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5. If you want to use Q-in-Q (double) tagging, use the Customer Tag setting to perform the following
two steps. If you do not see the Customer Tag setting, your hardware platform does not support Q-in-
Q tagging and you can skip this step.
a) From the Customer Tag list, select Specify.
b) Type a numeric tag, from 1-4094, for the VLAN.

The customer tag specifies the inner tag of any frame passing through the VLAN.
6. For the Interfaces setting:

a) From the Interface list, select an interface number.
b) From the Tagging list, select Tagged or Untagged.

Select Tagged when you want traffic for that interface to be tagged with a VLAN ID.
c) If you specified a numeric value for the Customer Tag setting and from the Tagging list you

selected Tagged, then from the Tag Mode list, select a value.
d) Click Add.
e) Repeat these steps for each interface that you want to assign to the VLAN.

7. If you want the system to verify that the return route to an initial packet is the same VLAN from
which the packet originated, select the Source Check check box.

8. In the MTU field, retain the default number of bytes (1500).
9. From the Configuration list, select Advanced.
10. If you want to base redundant-system failover on VLAN-related events, select the Fail-safe check

box.
11. From the Auto Last Hop list, select a value.
12. From the CMP Hash list, select a value.
13. From the DAG tunnel list, select one of these options:

Option Description

Inner Disaggregates encapsulated packets based on the inner headers. If you select Inner, you
must also configure a bigdb variable to specify a port number before any associated
tunnels can use the inner headers.

Outer Uses the outer headers of encapsulated packets without inspecting the inner headers. This is
the default value.

14. To enable the DAG Round Robin setting, select the check box.
15. For the Hardware SYN Cookie setting, select or clear the check box.

When you enable this setting, the BIG-IP system triggers hardware SYN cookie protection for this
VLAN.
Enabling this setting causes additional settings to appear. These settings appear on specific BIG-IP
platforms only.

16. For the Syncache Threshold setting, retain the default value or change it to suit your needs.
The Syncache Threshold value represents the number of outstanding SYN flood packets on the
VLAN that will trigger the hardware SYN cookie protection feature.

When the Hardware SYN Cookie setting is enabled, the BIG-IP system triggers SYN cookie
protection in either of these cases, whichever occurs first:

• The number of TCP half-open connections defined in the LTM® setting Global SYN Check
Threshold is reached.

• The number of SYN flood packets defined in this Syncache Threshold setting is reached.
17. For the SYN Flood Rate Limit setting, retain the default value or change it to suit your needs.

The SYN Flood Rate Limit value represents the maximum number of SYN flood packets per second
received on this VLAN before the BIG-IP system triggers hardware SYN cookie protection for the
VLAN.

VLANs, VLAN Groups, and VXLAN

38



18. Configure the sFlow settings or retain the default values.
19. Click Finished.

The screen refreshes, and displays the new VLAN in the list.

About VLAN groups
A VLAN group is a logical container that includes two or more distinct VLANs. VLAN groups are
intended for load balancing traffic in a Layer 2 network, when you want to minimize the reconfiguration
of hosts on that network. This figure shows an example of a VLAN group.

Figure 5: Example of a VLAN group

A VLAN group also ensures that the BIG-IP® system can process traffic successfully between a client
and server when the two hosts reside in the same address space. Without a VLAN group, when the client
and server both reside in the same address space, the client request goes through the virtual server, but
instead of sending its response back through the virtual server, the server attempts to send its response
directly to the client, bypassing the virtual server altogether. As a result, the client cannot receive the
response, because the client expects the address of the response to be the virtual server IP address, not the
server IP address.

Tip: You can configure the behavior of the BIG-IP system so that it always creates a proxy for any ARP
requests between VLANs.

When you create a VLAN group, the two existing VLANs become child VLANs of the VLAN group.

VLAN groups reside in administrative partitions. To create a VLAN group, you must first set the current
partition to the partition in which you want the VLAN group to reside.

Note: Only users with the Administrator user role can create and manage VLAN groups.

About VLAN group names

When creating a VLAN group, you must assign it a unique name. Once you have finished creating the
VLAN group, the VLAN group name appears in the list of existing VLANs groups.
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VLAN group ID

A VLAN group ID is a tag for the VLAN group. Every VLAN group needs a unique ID number. If you do
not specify an ID for the VLAN group, the BIG-IP® system automatically assigns one. The value of a
VLAN group ID can be between 1 and 4094.

VLAN group association with a self IP address

A VLAN group is used to bridge traffic between two or more VLANs. All member VLANs contain hosts
that reside in the same IP address space (for example, 10.0.0.0/24). When using a VLAN group, you
normally only need to assign a self IP address to the VLAN group itself (that is, a member VLAN does
not require a self IP address of its own). The self IP address that you associate with a VLAN group
should represent the IP address space covered by the VLAN group. For example, if some of the hosts in
one member VLAN use IP addresses 10.0.0.1 and 10.0.0.2, and some of the hosts in another
member VLAN use IP addresses 10.0.0.201 and 10.0.0.202, you could then associate the VLAN
group with a self IP address of 10.0.0.100, with a netmask of 255.255.255.0.

About transparency mode

The BIG-IP® system is capable of processing traffic using a combination of Layer 2 and Layer 3
forwarding, that is, switching and IP routing. When you set the transparency mode, you specify the type
of forwarding that the BIG-IP system performs when forwarding a message to a host in a VLAN. The
default setting is Translucent, which means that the BIG-IP system uses a mix of Layer 2 and Layer 3
processing. The allowed values are:

Opaque
A proxy ARP with Layer 3 forwarding.

Translucent
Layer 2 forwarding with a locally-unique bit, toggled in ARP response across VLANs. This is the
default setting.

Transparent
Layer 2 forwarding with the original MAC address of the remote system preserved across VLANs.

Note: When VLAN groups are configured and the virtual server references a Fast L4 profile, Packet
Velocity® ASIC (PVA) acceleration is not supported, and the BIG-IP system automatically changes the
PVA Acceleration setting to None.

About traffic bridging

When you enable the traffic bridging option, you are instructing the VLAN group to forward all non-IP
traffic. Note that IP traffic is bridged by default. The default value for this setting is disabled
(unchecked).

About traffic bridging with standby units

When enabled, the Bridge in Standby setting ensures that the VLAN group can forward packets when
the system is the standby device of a redundant system configuration. Note that this setting applies to
non-IP and non-ARP frames only, such as Bridge Protocol Data Units (BPDUs).

This setting is designed for deployments in which the VLAN group is defined on a redundant system.
You can use the Bridge in Standby setting in transparent or translucent modes, or in opaque mode when
the global variable Failover.Standby.LinkDownTime is set to 0.
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Warning: This setting can cause adverse effects if the VLAN group exists on more than one device in a
device group. The setting is intended for configurations where the VLAN group exists on one device only.
The default setting is enabled (checked).

About migration keepalive frames

The Migration Keepalive setting for a VLAN group, when enabled, instructs the BIG-IP® system to send
keepalive frames (that is, TCP keepalives and empty UDP packets, depending on the connection type)
when a node is moved from one VLAN group member to another VLAN group member for all existing
BIG-IP connections to that node.

About host exclusion from proxy ARP forwarding

A host in a VLAN cannot normally communicate to a host in another VLAN. This rule applies to ARP
requests as well. However, if you put the VLANs into a single VLAN group, the BIG-IP® system can
perform a proxied ARP request.

A proxied ARP request is an ARP request that the BIG-IP system can send, on behalf of a host in a
VLAN, to hosts in another VLAN. A proxied ARP request requires that both VLANs belong to the same
VLAN group.

In some cases, you might not want a host to forward proxied ARP requests to a specific host, or to other
hosts in the configuration. To exclude specific hosts from receiving forwarded proxied ARP requests, you
use the BIG-IP Configuration utility and specify the IP addresses that you want to exclude.

Warning: Although hosts on an ARP exclusion list are specified using their IP addresses, this does not
prevent the BIG-IP system from routing traffic to those hosts. A more secure way to prevent traffic from
passing between hosts in separate VLANs is to create a packet filter for each VLAN.

Creating a VLAN group

VLAN groups consolidate Layer 2 traffic from two or more separate VLANs.

1. On the Main tab, click Network > VLANs > VLAN Groups.
The VLAN Groups list screen opens.

2. Click Create.
The New VLAN Group screen opens.

3. In the General Properties area, in the VLAN Group field, type a unique name for the VLAN group.
4. For the VLANs setting, use the Move button (<<) to move the VLANs that you want to include in the

group from the Available list to the Members list.
5. From the Transparency Mode list, select a transparency mode, or retain the default setting,

Translucent.
The transparency mode determines the level of exposure of remote MAC addresses within the VLAN
group traffic.

Mode Purpose

Transparent The MAC addresses of remote systems are exposed in Layer 2 traffic forwarding.

Translucent Similar to Transparent mode, except the locally-unique bit is set in the MAC
addresses of remote systems.

Opaque The system uses proxy ARP with Layer 3 forwarding, so the MAC addresses of
remote systems are not exposed.

BIG-IP TMOS: Routing Administration

41



6. Select the Bridge All Traffic check box if you want the VLAN group to forward all frames, including
non-IP traffic.
The default setting is disabled (not selected).

7. Select the Bridge in Standby check box if you want the VLAN group to forward frames, even when
the system is the standby unit of a redundant system.

8. For the remaining settings, retain the default values.
9. Click Finished.

About bridging VLAN and VXLAN networks
You can configure Virtual eXtended LAN (VXLAN) on a BIG-IP® system to enable a physical VLAN to
communicate with virtual machines (VMs) in a virtual network.

Figure 6: The VXLAN gateway

When you configure a BIG-IP system as an L2 VXLAN gateway, the BIG-IP system joins the configured
multicast group, and can forward both unicast and multicast or broadcast frames on the virtual network.
The BIG-IP system learns about MAC address and VTEP associations dynamically, thus avoiding
unnecessary transmission of multicast traffic.

Figure 7: Multiple VXLAN tunnels
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About VXLAN multicast configuration

In a VMware vSphere 5.1 environment, you can configure VXLAN without knowing all the remote
tunnel endpoints. The BIG-IP® system uses multicast flooding to learn unknown and broadcast frames.
VXLAN can extend the virtual network across a set of hypervisors, providing L2 connectivity among the
hosted virtual machines (VMs). Each hypervisor represents a VXLAN tunnel endpoint (VTEP). In this
environment, you can configure a BIG-IP system as an L2 VXLAN gateway device to terminate the
VXLAN tunnel and forward traffic to and from a physical network.
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Self IP Addresses

Introduction to self IP addresses
A self IP address is an IP address on the BIG-IP® system that you associate with a VLAN, to access hosts
in that VLAN. By virtue of its netmask, a self IP address represents an address space, that is, a range of
IP addresses spanning the hosts in the VLAN, rather than a single host address. You can associate self IP
addresses not only with VLANs, but also with VLAN groups.

Self IP addresses serve two purposes:

• First, when sending a message to a destination server, the BIG-IP system uses the self IP addresses of
its VLANs to determine the specific VLAN in which a destination server resides. For example, if
VLAN internal has a self IP address of 10.10.10.100, with a netmask of 255.255.255.0, and the
destination server’s IP address is 10.10.10.20 (with a netmask of 255.255.255.255), the BIG-IP
system recognizes that the server’s IP address falls within the range of VLAN internal’s self IP
address, and therefore sends the message to that VLAN. More specifically, the BIG-IP system sends
the message to the interface that you assigned to that VLAN. If more than one interface is assigned to
the VLAN, the BIG-IP system takes additional steps to determine the correct interface, such as
checking the Layer2 forwarding table.

• Second, a self IP address can serve as the default route for each destination server in the
corresponding VLAN. In this case, the self IP address of a VLAN appears as the destination IP
address in the packet header when the server sends a response to the BIG-IP system.

You normally assign self IP addresses to a VLAN when you initially run the Setup utility on a BIG-IP
system. More specifically, you assign one static self IP address and one floating self IP address to each of
the default VLANs (internal and external). Later, using the BIG-IP Configuration utility, you can create
self IP addresses for other VLANs that you create.

Self IP addresses reside in administrative partitions/folders and are associated with traffic groups. The
self IP addresses that you create when you run the Setup utility reside in partition Common (that is
folder /Common).

Types of self IP addresses
There are two types of self IP addresses that you can create:

• A static self IP address is an IP address that the BIG-IP® system does not share with another BIG-IP
system. Any self IP address that you assign to the default traffic group traffic-group-local-
only is a static self IP address.

• A floating self IP address is an IP address that two BIG-IP systems share. Any self IP address that
you assign to the default traffic group traffic-group-1 is a floating self IP address.

Self IP addresses and MAC addresses
For each self IP address that you create for a VLAN, the BIG-IP® system automatically assigns a media
access control (MAC) address.



As an alternative, you can globally configure the BIG-IP system to assign the same MAC address to all
VLANs. This feature is useful if your network includes a type of switch that does not keep a separate
Layer 2 forwarding table for each VLAN on that switch.

Self IP addresses for SNATs
When you configure the BIG-IP® system to manage local area traffic, you can implement a feature
known as a secure network address translation (SNAT). A SNAT is an object that causes the BIG-IP
system to translate the original source IP address of a packet to an IP address that you specify. A SNAT
ensures that the target server sends its response back through the BIG-IP system rather than to the
original client IP address directly.

When you create a SNAT, you can configure the BIG-IP system to automatically choose a translation
address. This ability of the BIG-IP system to automatically choose a translation address is known as
SNAT automapping, and in this case, the translation address that the system chooses is always an existing
self IP address. Thus, for traffic going from the BIG-IP system to a destination server, configuring SNAT
automapping ensures that the source IP address in the header of a packet is a self IP address.

When you create an automapped SNAT, the BIG-IP system actually creates a SNAT pool consisting of
the system’s internal self IP addresses, and then uses an algorithm to select and assign an address from
that SNAT pool.

Self IP address properties
It is when you initially run the Setup utility on a BIG-IP® system that you normally create any static and
floating self IP addresses and assign them to VLANs. However, if you want to create additional self IP
addresses later, you can do so using the BIG-IP Configuration utility.

Note: Only users with either the Administrator or Resource Administrator user role can create and
manage self IP addresses.

Note: A self IP address can be in either IPv4 or IPv6 format.

IP address

A self IP address, combined with a netmask, typically represents a range of host IP addresses in a VLAN.
If you are assigning a self IP address to a VLAN group, the self IP address represents the range of self IP
addresses assigned to the VLANs in that group.

Netmask

When you specify a netmask for a self IP address, the self IP address can represent a range of IP
addresses, rather than a single host address. For example, a self IP address of 10.0.0.100 can represent
several host IP addresses if you specify a netmask of 255.255.0.0.

VLAN/Tunnel assignment

You assign a unique self IP address to a specific VLAN or a VLAN group:

Assigning a self IP address to a VLAN
The self IP address that you assign to a VLAN should represent an address space that includes the
self IP addresses of the hosts that the VLAN contains. For example, if the address of one destination
server in a VLAN is 10.0.0.1 and the address of another server in the VLAN is 10.0.0.2, you
could assign a self IP address of 10.0.0.100, with a netmask of 255.255.0.0, to the VLAN.
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Assigning a self IP address to a VLAN group
The self IP address that you assign to a VLAN group should represent an address space that includes
the self IP addresses of the VLANs that you assigned to the group. For example, if the self IP address
of one VLAN in a VLAN group is 10.0.20.100 and the address of the other VLAN in a VLAN
group is 10.0.30.100, you could assign an address of 10.0.0.100, with a netmask of
255.255.0.0, to the VLAN group.

The VLAN/Tunnel list in the BIG-IP Configuration utility displays the names of all existing VLANs and
VLAN groups.

Port lockdown

Each self IP address has a feature known as port lockdown. Port lockdown is a security feature that
allows you to specify particular UDP and TCP protocols and services from which the self IP address can
accept traffic.

You can determine the supported protocols and services by using the tmsh command tmsh list net
self-allow defaults.

If you do not want to use the default setting (Allow None), you can configure port lockdown to allow
either all UDP and TCP protocols and services (Allow All) or only those that you specify (Allow
Custom).

Note: High availability-related traffic from configured peer devices in a device group might not be
subject to port lockdown settings.

Traffic groups

If you want the self IP address to be a floating IP address, that is, an address shared between two or more
BIG-IP devices in a device group, you can assign a floating traffic group to the self IP address. A floating
traffic group causes the self IP address to become a floating self IP address.

A floating self IP address ensures that application traffic reaches its destination. More specifically, a
floating self IP address enables a source node to successfully send a request, and a destination node to
successfully send a response, when the relevant BIG-IP device is unavailable.

If you want the self IP address to be a static (non-floating) IP address (used mostly for standalone
devices), you can assign a non-floating traffic group to the self IP address. A non-floating traffic group
causes the self IP address to become a non-floating self IP address. An example of a non-floating self IP
address is the address that you assign to the default VLAN named HA, which is used strictly to process
failover communications between BIG-IP devices, instead of processing application traffic.

Creating a self IP address
Before you create a self IP address, ensure that you have created at least one VLAN or VLAN group.

A self IP address enables the BIG-IP® system and other devices on the network to route application
traffic through the associated VLAN or VLAN group.

1. On the Main tab, click Network > Self IPs.
2. Click Create.

The New Self IP screen opens.
3. In the Name field, type a unique name for the self IP address.
4. In the IP Address field, type an IPv4 or IPv6 address.

This IP address should represent the address space of the VLAN that you specify with the VLAN/
Tunnel setting.
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5. In the Netmask field, type the full network mask for the specified IP address.
6. From the VLAN/Tunnel list, select the VLAN to associate with this self IP address.

• On the internal network, select the internal or high availability VLAN that is associated with an
internal interface or trunk.

• On the external network, select the external VLAN that is associated with an external interface or
trunk.

7. From the Port Lockdown list, select Allow Default.
8. For the Traffic Group setting, choose one of the following actions:

Action Result

Retain the default setting, traffic-
group-local-only (non-floating).

The system creates a non-floating self IP address that
becomes a member of traffic-group-local-only.

Select the check box labeled Inherit
traffic group from current partition /
path.

The system creates a floating self IP address that
becomes a member of traffic-group-1.

Select a traffic group from the Traffic
Group list.

The system creates a floating self IP address that
becomes a member of the selected traffic group.

9. From the Service Policy list, retain the default value of None, or select a policy to associate with the
self IP address.
A service policy contains a timer policy, which defines custom timeouts for matched traffic types.

10. Click Finished.
The screen refreshes, and displays the new self IP address.

After you perform this task, the BIG-IP system can send and receive traffic through the specified VLAN
or VLAN group. If the self IP address is member of a floating traffic group and you configure the system
for redundancy, the self IP address can fail over to another device group member if necessary.

After creating the self IP address, ensure that you repeat this task to create as many self IP addresses as
needed.

Creating a self IP for a VLAN group
Before you create a self IP address, ensure that you have created at least one VLAN group.

You perform this task to create a self IP address for a VLAN group. The self IP address for the VLAN
group provides a route for packets destined for the network. With the BIG-IP® system, the path to an IP
network is a VLAN. However, with the VLAN group feature used in this procedure, the path to the IP
network 10.0.0.0 is actually through more than one VLAN. As IP routers are designed to have only
one physical route to a network, a routing conflict can occur. With a self IP address on the BIG-IP
system, you can resolve the routing conflict by associating a self IP address with the VLAN group.

1. On the Main tab, click Network > Self IPs.
2. Click Create.

The New Self IP screen opens.
3. In the IP Address field, type an IPv4 or IPv6 address.

This IP address should represent the address space of the VLAN group that you specify with the
VLAN/Tunnel setting.

4. In the Netmask field, type the network mask for the specified IP address.

For example, you can type 255.255.255.0.
5. From the VLAN/Tunnel list, select the VLAN group with which to associate this self IP address.
6. From the Port Lockdown list, select Allow Default.
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7. For the Traffic Group setting, choose one of the following actions:
Action Result

Retain the default setting, traffic-
group-local-only (non-floating).

The system creates a non-floating self IP address that
becomes a member of traffic-group-local-only.

Select the check box labeled Inherit
traffic group from current partition /
path.

The system creates a floating self IP address that
becomes a member of traffic-group-1.

Select a traffic group from the Traffic
Group list.

The system creates a floating self IP address that
becomes a member of the selected traffic group.

8. Click Finished.
The screen refreshes, and displays the new self IP address.

The BIG-IP system can send and receive traffic through the specified VLAN or VLAN group.
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Packet Filters

Introduction to packet filtering
Packet filters enhance network security by specifying whether a BIG-IP® system interface should accept
or reject certain packets based on criteria that you specify. Packet filters enforce an access policy on
incoming traffic. They apply to incoming traffic only.

You implement packet filtering by creating packet filter rules, using the BIG-IP Configuration utility. The
primary purpose of a packet filter rule is to define the criteria that you want the BIG-IP system to use
when filtering packets. Examples of criteria that you can specify in a packet filter rule are:

• The source IP address of a packet
• The destination IP address of a packet
• The destination port of a packet

You specify the criteria for applying packet filter rules within an expression. When creating a packet filter
rule, you can instruct the BIG-IP system to build an expression for you, in which case you need only
choose the criteria from predefined lists, or you can write your own expression text, using the syntax of
the tcpdump utility. For more information on the tcpdump utility, see the online man page for the
tcpdump command.

Important: Unlike most IP address configuration settings in the BIG-IP Configuration utility that require
the %ID notation for route domains other than route domain 0, the Source Hosts and Networks and
Destination Hosts and Networks settings for packet filter rules accept IP addresses without the %ID
route domain notation. This is because when you apply the packet filter rule to a VLAN, which belongs to
a route domain, you are indirectly specifying which route domain’s traffic to filter.

Note: Packet filter rules are unrelated to iRules®

You can also configure global packet filtering that applies to all packet filter rules that you create.

Global settings
Global settings for packet filtering are divided into two categories: Properties and Exemptions. The BIG-
IP® system applies global settings to all packets coming into the BIG-IP system.

Important: Note that one of the global settings, Packet Filtering, enables packet filtering. When you
disable this setting, no packet filter settings or packet filter rules operate, and the BIG-IP system allows
all traffic by default.

Global properties
You can configure three specific global properties for packet filtering.



Packet filter enabling

Before you can implement packet filtering on the BIG-IP® system, you must enable the packet filter
feature. You do this by changing the Packet Filtering setting to Enabled. The default setting for packet
filtering is Disabled.

Control of unhandled packets

Sometimes a packet does not match any of the criteria that you have specified in the packet filter rules
that you have created. For this reason, you must configure the Unhandled Packet Action property, which
specifies the action that the BIG-IP system should take when the packet does not match packet filter rule
criteria.

Possible values for this setting are Accept, Discard, and Reject. The default value is Accept.

Warning: Changing the default value of the Unhandled Packet Action property can produce unwanted
consequences. Before changing this value to Discard or Reject, make sure that any traffic that you want
the BIG-IP system to accept meets the criteria specified in your packet filter rules.

Other options

Using the Options property, you can configure two other options:

Filter established connections
When you enable (check) this option, the BIG-IP system filters all ingress packets, even if the packets
are part of an existing connection. The default setting is disabled (unchecked). Note that checking this
option does not typically enhance security, and can impact system performance.

Send ICMP error on packet reject
When you enable (check) this option, the system sends an ICMP type 3 (destination unreachable),
code 13 (administratively prohibited) packet when an ingress packet is rejected. When you disable
(clear) this option, the BIG-IP system sends an ICMP reject packet that is protocol-dependent. The
default setting for this option is disabled (cleared).

Global exemptions
There are a number of exemptions you can set for packet filtering. When filtering packets, the BIG-IP®

system always applies these exemptions, effectively overriding certain criteria you might have previously
set within an individual packet filter rule.

VLANs

Using the VLANs setting, you can configure the BIG-IP system so that traffic from one or more specified
VLANs is exempt from packet filtering. In this case, the system does not attempt to match packets from
the specified VLAN or VLANs to any packet filter rule. Instead, the BIG-IP system always accepts
traffic from the specified VLAN or VLANs.

For example, if you specify VLAN internal, then no incoming packets from VLAN internal are subject to
packet filtering, even if a packet matches the criteria of a packet filter rule.

Possible values are:

Always Accept
When you select this value, a VLAN List setting appears. You can then specify one or more VLANs
from which traffic should be exempt from packet filtering.
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None
When you select this value, traffic from all VLANs is subject to packet filtering, according to existing
packet filter rule criteria. This is the default value.

Protocols

With the Protocols setting, you can specify whether ARP and certain ICMP messages are exempt from
packet filtering. The individual settings are:

Always accept ARP
When you enable (check) this setting, the system automatically accepts all ARP packets and therefore
does not subject them to packet filtering. The default setting is enabled (checked).

Always accept important ICMP
When you enable (check) this setting, the system automatically accepts the following ICMP packet
types for IPv4, and therefore does not subject them to packet filtering:

• UNREACH
• SOURCEQUENCH
• REDIRECT
• TIMEXCEED

The default setting is enabled.

MAC addresses

You can use the MAC Addresses setting to exempt traffic from certain MAC addresses from packet
filtering. Possible values are:

Always Accept
When you select this value, a MAC Address List setting appears. You can then specify one or more
MAC addresses from which traffic should be exempt from packet filtering.

None
When you select this value, traffic from all MAC addresses is subject to packet filtering, according to
existing packet filter rule criteria. This is the default value.

IP addresses

You can use the IP Addresses setting to exempt traffic from certain IP addresses from packet filtering.
Possible values are:

Always Accept
When you select this value, an IP Address List setting appears. You can then specify one or more IP
addresses from which traffic should be exempt from packet filtering.

None
When you select this value, traffic from all IP addresses is subject to packet filtering, according to
existing packet filter rule criteria. This is the default value.

VLANs

Using the VLANs setting, you can configure the BIG-IP® system so that traffic from one or more
specified VLANs is exempt from packet filtering. In this case, the system does not attempt to match
packets from the specified VLAN or VLANs to any packet filter rule. Instead, the BIG-IP system always
accepts traffic from the specified VLAN or VLANs.
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For example, if you specify VLAN internal, then no incoming packets from VLAN internal are subject to
packet filtering, even if a packet matches the criteria of a packet filter rule.

Possible values are:

Always Accept
When you select this value, a VLAN List setting appears. You can then specify one or more VLANs
from which traffic should be exempt from packet filtering.

None
When you select this value, traffic from all VLANs is subject to packet filtering, according to existing
packet filter rule criteria. This is the default value.

Order of packet filter rules
You use the Order setting to specify the order in which you want the BIG-IP® system to apply existing
packet filter rules. This setting is required. Possible values for this setting are:

First
Select this value if you want this packet filter rule to be the first rule that the BIG-IP system applies.

Last
Select this value if you want this packet filter rule to be the last rule that the BIG-IP system applies.

After
Select this value, and then select a packet filter rule from the list, if you want the system to apply this
packet filter after the packet filter that you select from the list. Note that this setting is most useful
when you have more than three packet filter rules configured.

About the action setting in packet filter rules
When a packet matches the criteria that you have specified in a packet filter rule, the BIG-IP® system can
take a specific action. You define this action using the Action setting. You can choose one of these
actions:

Accept
Select Accept if you want the system to accept the packet, and stop processing additional packet filter
rules, if any exist. This is the default setting.

Discard
Select Discard if you want the system to drop the packet, and stop processing additional packet filter
rules, if any exist.

Reject
Select Reject if you want the system to drop the packet, and also send a rejection packet to the
sender, indicating that the packet was refused. Note that the behavior of the system when you select
the Reject action depends on how you configured the general packet filter Options property, Send
ICMP Error on Packet Reject.

Continue
Select Continue if you simply want the system to acknowledge the packet for logging or statistical
purposes. Setting the Action value to Continue does not affect the way that the BIG-IP system
handles the packet; the system continues to evaluate traffic matching a rule, starting with the next
packet filter rule listed.
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Rate class assignment
Using the Rate Class setting, you can assign a rate class to traffic that matches the criteria defined in a
packet filter rule. Note that this setting applies only when you have the rate shaping feature enabled.

The default value for this setting is None. If you previously created rate classes using the rate shaping
feature, you can choose one of those rate classes from the Rate Class list.

One or more VLANs
You use the Apply to VLAN setting to display a list of VLANs and then select a VLAN or VLAN group
name. Selecting a VLAN from the list means that the packet filter rule filters ingress traffic from that
VLAN only. For example, if you select the value *All VLANS, the BIG-IP® system applies the packet
filter rule to all traffic coming into the BIG-IP system.

Similarly, if you select the VLAN internal, the BIG-IP system applies the packet filter rule to traffic
from VLAN internal only. The default value is *All VLANS.

If you select the name of a VLAN group instead of an individual VLAN, the packet filter rule applies to
all VLANs in that VLAN group.

Logging
If you want to generate a log message each time a packet matches a rule, you can enable logging for the
packet filter rule. With this configuration, you can then display the Logging screen in the BIG-IP
Configuration utility and view events related to packet filtering.

About filter expression creation
To match incoming packets, the BIG-IP® system must use a filter expression. A filter expression specifies
the criteria that you want the BIG-IP system to use when filtering packets. For example, the BIG-IP
system can filter packets based on the source or destination IP address in the header of a packet.

Using the BIG-IP Configuration utility, you can create a filter expression in either of two ways:

• You can write your own expression, using a Filter Expression box.
• You can specify a set of criteria (such as source or destination IP addresses) that you want the BIG-IP

system to use when filtering packets. When you use this method, the BIG-IP system builds a filter
expression for you.

You can have as many rules as you want, limited only by the available memory. Of course, the more
statements you have, the more challenging it is to understand and maintain your packet filters.

Enabling packet filtering
Before creating a packet filtering rule, you must enable packet filtering. When you enable packet
filtering, you can specify the MAC addresses, IP addresses, and VLANs that you want to be exempted
from packet filter evaluation.

1. On the Main tab, click Network > Packet Filters.
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The Packet Filters screen opens.
2. From the Packet Filtering list, select Enabled.
3. From the Unhandled Packet Action list, select Accept.
4. For the Options setting, retain the default value or select the check boxes as needed.
5. For the Protocols setting, retain the default value or clear the check boxes as needed.
6. From the MAC Addresses list, specify a value:

Value Description

None When you select this value, all MAC addresses are exempt from packet filter
evaluation.

Always Accept When you select this value, you can specify the MAC addresses that are exempt
from packet filter evaluation, and the BIG-IP Configuration utility displays
additional settings.

7. If you directed the MAC Addresses setting to always accept specific MAC addresses, provide the
details:
a) In the Add field, type a MAC address and click Add.

The MAC address appears in the MAC Address List field.
b) Repeat this step for each MAC address that you want the system to exempt from packet filter

evaluation.
8. From the IP Addresses list, specify a value:

Value Description

None When you select this value, all IP addresses are exempt from packet filter
evaluation.

Always Accept When you select this value, you can specify the IP addresses that are exempt from
packet filter evaluation. The BIG-IP Configuration utility displays additional
settings.

9. If you directed the IP Addresses setting to always accept specific IP addresses, provide the details:
a) In the Add field, type an IP address and click Add.

The IP address appears in the IP Address List field.
b) Repeat this step for each IP address that you want the system to exempt from packet filter

evaluation.
10. From the VLANs list, specify a value:

Value Description

None When you select this value, all VLANs are exempt from packet filter evaluation.

Always Accept When you select this value, you can specify the VLANs that are exempt from
packet filter evaluation. The BIG-IP Configuration utility displays additional
settings.

11. If you configured the VLANs setting to always accept specific VLANs, then use the Move button to
move one or more VLAN names from the Available list to the Selected list.

12. Click Update.

After you enable packet filtering, the BIG-IP® system filters packets according to the criteria in the
packet filter rule and the values you configured when enabling the packet filter.

Creating a packet filter rule
When implementing packet filtering, you need to create a packet filter rule.
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1. On the Main tab, click Network > Packet Filters.
The Packet Filters screen opens.

2. Click Rules.
3. Click Create.
4. Name the rule.
5. From the Order list, select First.
6. From the Action list, select Reject.
7. From the Rate Class list, select a rate class if one exists on the system.

You cannot use this setting if you have bandwidth control policy on the system.
8. From the Bandwidth Controller list, select a bandwidth controller policy if one exists on the system.

You cannot use this setting if you have a rate class on the system.
9. From the VLAN / Tunnel list, select internal.
10. From the Logging list, select Enabled.
11. From the Filter Expression Method list, select Enter Expression Text.
12. In the Filter Expression field, choose a value:

• Enter Expression Text. For example: not dst port 80 and not dst port 443 and not
dst port 53 and not dst port 22 and not dst port 20 and not dst port 21
and not dst host internal_self_IP_address

Note: Replace internal_self_IP_address with the actual self IP address of VLAN internal.

• Build Expression. When you select this value, you can build an expression that causes the BIG-IP
system to only accept certain protocols, source hosts and networks, destination hosts and
networks, and destination ports.

Important: Unlike most IP address configuration settings in the BIG-IP Configuration utility that
require the %ID notation for route domains other than route domain 0, the Source Hosts and
Networks and Destination Hosts and Networks settings for packet filter rules accept IP addresses
without the %ID route domain notation. This is because when you apply the packet filter rule to a
VLAN, which belongs to a route domain, you are indirectly specifying which route domain’s traffic
to filter.

13. Click Finished.

The packet filter rule is now available for the BIG-IP system to use.
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NATS and SNATs

Introduction to NATs and SNATs
You can configure the BIG-IP® system to translation IP addresses in packets that pass through the system.
You can configure objects for both network address translation (NATs) and source network address
translation (SNATs).

Comparison of NATs and SNATs
A SNAT is similar to a NAT, except for the differences listed in this table.

NATs SNATs

You can map only one original address to a
translation address.

You can map multiple original addresses to a
single translation address. You can even map all
node addresses on your network to a single public
IP address, in a single SNAT object.

All ports on the internal node are open. By default, SNATs support UDP and TCP only.
This makes a SNAT more secure than a NAT.

Local Traffic Manager™ does not track NAT
connections.

Local Traffic Manager tracks SNAT connections,
which, in turn, allows SNATs and virtual servers to
use the same public IP addresses.

You must explicitly enable a NAT on the internal
VLAN where the internal node’s traffic arrives on
the BIG-IP® system.

By default, a SNAT that you create is enabled on
all VLANs.

About NATs
In some cases, you might want to allow a client on an external network to send a request directly to a
specific internal node (thus bypassing the normal load balancing server selection). To send a request
directly to an internal server, a client normally needs to know the internal node’s IP address, which is
typically a private class IP address. Because private class IP addresses are non-routable, you can instead
create a network translation address (NAT). A NAT is a feature of BIG-IP® Local Traffic Manager™that
provides a routable IP address that an external node can use to send traffic to, or receive traffic from, an
internal node.

More specifically, a NAT is an address translation object that instructs Local Traffic Manager (LTM®) to
translate one IP address in a packet header to another IP address. A NAT consists of a one-to-one
mapping of a public IP address to an internal private class IP address.

You can use a NAT in two different ways:

To translate a private class destination address to a public address
When an external node sends traffic to the public IP address defined in a NAT, Local Traffic Manager
automatically translates that destination address to the associated private class IP address, which
represents a specific node on the internal network. This translation is hidden from the external node
that sent the traffic.



To translate a private class source address to a public address
You can also use a NAT to translate an internal node’s private class source IP address to a public IP
address. This translation is hidden from the external node that receives the traffic.

To summarize, a NAT provides a routable address for sending packets to or from a node that has a private
class IP address.

When you create a NAT, you can map only one private class IP address to a specific public IP address.
That is, a NAT always represents a one-to-one mapping between a private class IP address and a public
IP address. If you want to map more than one private class IP address (that is, multiple internal nodes) to
a single public IP address, you can create a SNAT instead.

Note: NATs do not support port translation, and are not appropriate for protocols that embed IP
addresses in the packet, such as FTP, NT Domain, or CORBA IIOP.

Tip: When you use a NAT to provide access to an internal node, all ports on that internal node are open.
To mitigate this security risk, consider using a SNAT instead.

Local Traffic Manager can apply a NAT to either an inbound or an outbound connection.

NATs for inbound connections

With respect to NATs, an inbound connection is a connection that is initiated by a node on an external
network, and comes into the BIG-IP® system to a node on the internal network.

Without a NAT

Normally, traffic coming into the BIG-IP system is load balanced to a server in a pool, based on the load
balancing method configured for that pool, in the following way:

• A client on an external network typically sends traffic to a virtual server on the BIG-IP system. The
destination IP address in this case is the virtual server address.

• Upon receiving a packet, the virtual server typically translates that destination IP address to the IP
address of a pool member, for the purpose of load balancing that packet.

• The pool member then sends its response back through the BIG-IP system, using a route specified in
the server node’s routing table (ideally, a floating IP address assigned to an internal VLAN). On
receiving the response, Local Traffic Manager™ then performs the reverse translation; that is, the
system translates the pool member’s actual source address to the virtual server address. This results in
the source address in the response to the client being the virtual server address, which is the source
address that the client expects to see.

This typical load balancing scenario ensures that for load balanced traffic, the client system never sees
the internal private class IP address of an internal node.

With a NAT

If the client system wants to bypass the load balancing mechanism to send packets directly to a specific
node on the internal network, the client needs a routable IP address to use to send packets to that server
node.

A NAT solves this problem by providing a routable address that a client can use to make a request to an
internal server directly. In this way, a NAT performs the same type of address translation that a virtual
server performs when load balancing connections to pool members. In the case of a NAT, however, no
load balancing occurs, because the client is sending a request to a specific node. The NAT translates the
public destination IP address in the request to the private class IP address of the internal node.

When the server node sends the response, Local Traffic Manager performs the reverse translation, in the
same way that a virtual server behaves.
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Note: Local Traffic Manager does not track NAT connections. Therefore, the public IP address that you
define in a NAT cannot be the same address as a virtual address or SNAT address.

For example, suppose a node on the internal network (such as a load balancing server) has a private class
IP address of 172.16.20.3. You can create a NAT designed to translate a public destination address of
your choice (such as 207.10.1.103) to the private class address 172.16.20.3. Consequently,
whenever a node on the external network initiates a connection to the address 207.10.1.103, Local
Traffic Manager translates that public destination address to the private class address 172.16.20.3.

Figure 8: Sample NAT for an inbound connection

In this example, the NAT provides a routable address for an external node to initiate a connection to an
internal node.

When you create a NAT, you must define two settings: NAT Address and Origin Address. In our
example:

• The NAT address is 207.10.1.103, and the origin address is 172.16.20.3.
• The connection is an inbound connection, meaning that the connection is being initiated from the

external network, through the BIG-IP system, to the internal network.
• Local Traffic Manager translates the NAT address to the origin address.
• The NAT address and the origin address are destination addresses.

NATs for outbound connections

The previous section summarized how a BIG-IP® system normally load balances incoming traffic, and
translates the source IP address in a response back to the virtual address.

Sometimes, however, an internal node needs to initiate a connection, rather than simply respond to a
request. When a node on an internal network initiates a connection, the connection is considered to be an
outbound connection. In this case, because the outgoing packets do not represent a response to a load-
balanced request, the packets do not pass through a virtual server, and therefore the system does not
perform the usual source IP address translation.

Without a NAT, the source IP address is a non-routable address. With a NAT, however, Local Traffic
Manager™ translates the internal node’s private class IP address to a public IP address, to which the
external node can then route its response.

For example, suppose an internal node (such as a mail server) has a private class IP address of
172.16.20.1. You can create a NAT designed to translate the private class address 172.16.20.1 to a
public source address of your choice (such as 207.10.1.101). Consequently, whenever the internal
node 172.16.20.1 initiates a connection destined for a node on the external network, the system
translates that source address of 172.16.20.1 to its public address (207.10.1.101).
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Figure 9: Sample NAT for an outbound connection

In this example, the NAT provides a way for an internal node to initiate a connection to a node on an
external network, without showing a private class IP address as the source address.

A NAT has two settings; NAT Address and Origin Address. In this example:

• The NAT address is 207.10.1.101, and the origin address is 172.16.20.1.
• The connection is an outbound connection, meaning that the connection is being initiated from the

internal network, through Local Traffic Manager, to the external network.
• Local Traffic Manager translates the origin address to the NAT address.
• The origin address and the NAT address are source addresses.

A NAT always represents a one-to-one mapping between a public address and a private class address.
However, if you would like to map multiple internal nodes to a single public address, you can use a
secure network translation address (SNAT) instead of a NAT. You can use SNATs for outbound
connections only.

Creating a NAT

You enable network address translation (NAT) so that the BIG-IP® system can translate one IP address to
another.

1. On the Main tab, click Local Traffic > Address Translation > NAT List.
This displays a list of NATs on the system.

2. Click the Create button.
3. In the Name field, type a name for the NAT.
4. In the NAT Address field, type the IP address that you want to use as the translation address, that is,

the address to which you want to translate the origin address.
5. In the Origin Addressfield, type the IP address of the node that you want traffic to reach when the

BIG-IP system applies the NAT address.
6. Configure the remaining settings or retain the default values.

After you perform this task, the NAT appears in the list of NATs on the system.

About SNATs
When you need to ensure that server responses always return through the BIG-IP® system, or when you
want to hide the source addresses of server-initiated requests from external devices, you can implement a
SNAT.

A secure network address translation (SNAT) is a BIG-IP Local Traffic Manager™ feature that translates
the source IP address within a connection to a BIG-IP system IP address that you define. The destination
node then uses that new source address as its destination address when responding to the request.
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For inbound connections, that is, connections initiated by a client node, SNATs ensure that server nodes
always send responses back through the BIG-IP system, when the server’s default route would not
normally do so. Because a SNAT causes the server to send the response back through the BIG-IP system,
the client sees that the response came from the address to which the client sent the request, and
consequently accepts the response.

For outbound connections, that is, connections initiated by a server node, SNATs ensure that the internal
IP address of the server node remains hidden to an external host when the server initiates a connection to
that host.

Important: F5 recommends that before implementing a SNAT, you understand NATs.

SNATs for client-initiated (inbound) connections

In the most common client-server network configuration, the Local Traffic Manager™ standard address
translation mechanism ensures that server responses return to the client through the BIG-IP® system,
thereby reversing the original destination IP address translation. This typical network configuration is as
follows:

• The server nodes are on the same subnet as the BIG-IP system.
• The client nodes are on a different subnet from the server nodes.
• The BIG-IP system is the default gateway for the server subnet.

However, there are atypical network configurations in which the standard BIG-IP system address
translation sequence by itself does not ensure that server responses use the required return path.
Examples of these atypical configurations are:

When clients and servers are on the same network
If you want to load balance requests to server nodes that are on the same network as the client nodes,
you can create a SNAT so that server responses are sent back through the virtual server, rather than
directly from the server node to the client node. Otherwise, problems can occur such as the client
rejecting the response because the source of the response does not match the destination of the
request. Known as virtual server bounceback, this SNAT configuration causes the source of the
response to match the destination of the request, thus ensuring that the client node accepts the
response. You can use this kind of configuration when you want to load balance requests from web
servers to application servers on the same network.

When the default gateway of the server node is not the BIG-IP system
For various reasons, the server node’s default route cannot always be defined to be a route back
through the BIG-IP system. Again, this can cause problems such as the client rejecting the response
because the source of the response does not match the destination of the request. The solution is to
create a SNAT. When Local Traffic Manager then translates the client node’s source IP address in the
request to the SNAT address, this causes the server node to use that SNAT address as its destination
address when sending the response. This, in turn, forces the response to return to the client node
through the BIG-IP system rather than through the server node’s default gateway.

When using the OneConnect feature
Local Traffic Manager OneConnect™ feature allows client requests to re-use idle server-side
connections. Without a SNAT, the source IP address in the server-side connection remains the address
of the client node that initially established the connection, regardless of which other client nodes re-
use the connection. Although this is not an issue for traffic routing, you might find it confusing when
examining various types of system output. A SNAT solves this problem.

Note: Using a SNAT for inbound connections can impact the availability of ephemeral ports. This can
lead to the SNAT being unable to process additional connections until some source ports become
available.
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This image shows a typical problem for client-initiated connections when Local Traffic Manager is not
defined as the server’s default gateway, and you have not configured a SNAT for inbound traffic.

Figure 10: Client rejects response due to non-matching destination and source IP addresses

To prevent these problems, you can configure an inbound SNAT. An inbound SNAT translates the original
client source IP address in a request to a BIG-IP system virtual server or BIG-IP system self IP address,
forcing subsequent server response to return directly to Local Traffic Manager. When an inbound SNAT
is configured on the system, Local Traffic Manager translates not only the destination IP address in the
request (using the standard address translation mechanism), but also the source IP address in the request
(using a SNAT).

The figure below shows that by configuring a SNAT, you ensure that the response returns through the
BIG-IP system instead of through the default gateway, thus ensuring that the client can accept the server
response.

Figure 11: Client accepts response due to matching destination and source IP addresses
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SNATs for server-initiated (outbound) connections

When an internal server initiates a connection to an external host, a SNAT can translate the private,
source IP addresses of one or more servers within the outgoing connection to a single, publicly-routable
address. The external destination host can then use this public address as a destination address when
sending the response. In this way, the private class IP addresses of the internal nodes remain hidden from
the external host.

More specifically, a SNAT for an outgoing connection works in the following way:

1. Local Traffic Manager™ receives a packet from an original IP address (that is, an internal server with
a private IP address) and checks to see if that source address is defined in a SNAT.

2. If the original IP address is defined in a SNAT, Local Traffic Manager changes that source IP address
to the translation address defined in the SNAT.

3. Local Traffic Manager then sends the packet, with the SNAT translation address as the source
address, to the destination host.

In this example of an outgoing SNAT, Local Traffic Manager causes three internal nodes, with the IP
addresses 172.16.20.4, 172.16.20.5, and 172.16.20.6, to advertise the public IP address
207.10.1.102 as the source IP address in the three outgoing connections.

Figure 12: Sample SNAT for multiple outgoing connections

SNAT types

The types of SNATs you can create are:

Standard SNAT
A standard SNAT is an object you create, using the BIG-IP Configuration utility, that specifies the
mapping of one or more original IP addresses to a translation address. For this type of SNAT, the
criteria that the BIG-IP™ system uses to decide when to apply the translation address is based strictly
on the original IP address. That is, if a packet arrives from the original IP address that you specified
in the SNAT, then the BIG-IP system translates that address to the specified translation address. There
are three types of standard SNATs that you can create:

• A SNAT in which you specify a specific translation address
• A SNAT that uses the automap feature
• A SNAT in which you specify a SNAT pool as your translation address

SNAT pool assigned as a virtual server resource
This type of SNAT consists of just a SNAT pool that you directly assign as a resource to a virtual
server. When you implement this type of SNAT, you create a SNAT pool only; you do not need to
create a SNAT object or an iRule.
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Intelligent SNAT
Like a standard SNAT, an intelligent SNAT is the mapping of one or more original IP addresses to a
translation address. However, you implement this type of SNAT mapping within an iRule instead of
by creating a SNAT object. For this type of SNAT, the criteria that Local Traffic Manager uses to
decide when to apply a translation address is based on any piece of data you specify within the iRule,
such as an HTTP cookie or a server port.

About translation addresses

You can specify the translation addresses that you want to map to your original IP addresses. A
translation address can be in these three forms:

An IP Address
When creating a SNAT, you can specify a particular IP address that you want the SNAT to use as a
translation address.

A SNAT pool
Specifying this value allows you to specify an existing SNAT pool to which you want to map your
original IP address.

SNAT automap
Similar to a SNAT pool, the SNAT automap feature allows you to map one or more original IP
addresses to a pool of translation addresses. With the SNAT automap feature, you do not need to
create the pool. Instead, Local Traffic Manager™ effectively creates a pool for you, using self IP
addresses as the translation addresses for the pool.

Original IP addresses

You can specify the original IP addresses that you want to map to translation addresses. You can specify
one IP address or multiple IP addresses.

VLAN traffic

You can specify one or more VLANs to which you want the SNAT to apply.

About ephemeral port exhaustion

When you use a secure network address translation (SNAT) for client-initiated (inbound) connections, the
availability of ephemeral ports can become diminished and possibly exhausted, resulting in an inability of
the SNAT to process additional connections until source ports again become available. You can configure
the BIG-IP® system to accumulate real-time ephemeral-port statistics, and when usage exceeds a
specified threshold level, to log an error and provide a Simple Network Management Protocol (SNMP)
alert notification, thus enabling you to assess an approaching exhaustion of ephemeral ports and respond
accordingly.

When configuring ephemeral port exhaustion functionality, you can enable the port exhaustion threshold,
specify a threshold trigger level, and specify a timeout duration in seconds. The following commands
apply default values.

# tmsh modify ltm global-settings traffic-control port-find-threshold-warning enabled
# tmsh modify ltm global-settings traffic-control port-find-threshold-trigger 8
# tmsh modify ltm global-settings traffic-control port-find-threshold-timeout 30

You can view a summary of the traffic control settings by typing the following command at the command
line: tmsh list ltm global-settings traffic-control all-properties.
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Note that you need to configure logging functionality, for example, high-speed remote logging, to log any
ephemeral port exhaustion error messages. Additionally, you will want to manage any alert notifications
by using SNMP.

Ephemeral port reference

This topic summarizes the settings available for notification of ephemeral port exhaustion.

Traffic-Control Parameter Default
Value

Description

port-find-threshold-warning enabled Enables or disables ephemeral port-exhaustion
threshold warning functionality.

port-find-threshold-trigger 8 Specifies the number of attempts to find an unused
outbound port for a connection, beyond which the
probability of port exhaustion signficantly increases.
Values can range from 1 through 12.

port-find-threshold-timeout 30 Specifies the period, in seconds, from one threshold
trigger until a subsequent threshold trigger. If the
value for this period is exceeded, the threshold
warning expires and resets. Values can range from 0
through 300 seconds.

Creating a SNAT

A secure network address translation (SNAT) is a BIG-IP® feature that translates the source IP address
within a connection to a BIG-IP system IP address that you define. The destination node then uses that
new source address as its destination address when responding to the request.

1. On the Main tab, click Local Traffic > Address Translation.
The SNAT List screen displays a list of existing SNATs.

2. Click Create.
3. Name the new SNAT.
4. From the Translation list, select a translation type to use.
5. From the VLAN / Tunnel Traffic list, select Enabled on.
6. For the VLAN / Tunnel List setting, in the Available list, select external and internal, and using the

Move button, transfer the VLANs to the Selected list.
7. From the Auto Last Hop list, select a value or retain the default value, Default.

Selecting Default causes the BIG-IP system to behave according to the value of the system-wide
Auto Last Hop setting, rather than enabling Auto Last Hop for this SNAT only.

8. Click the Finished button.

After you perform this task, the SNAT appears in the list of SNATs on the system.

You must assign the SNAT to a virtual server.

Creating a SNAT pool

You create a SNAT pool on the BIG-IP® system to identify IP addresses that you want the BIG-IP system
to use as a SNAT translation address.

Note: In a device service clustering configuration, you perform this task on only one device in the device
group. You will later synchronize this configuration to the other devices in the device group.
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1. On the Main tab, click Local Traffic > Address Translation > SNAT Pool List.
The SNAT Pool List screen displays a list of existing SNATs.

2. Click Create.
3. In the Name field, type a name for the SNAT pool.

An example of a name is snat-pool-1.
4. For the Member List setting:

a) In the IP Address field, type an IP address.
The BIG-IP system uses this address as a SNAT translation address.

b) Click Add.
c) Repeat these steps for each IP address that you want to include in the SNAT pool.

5. Click the Finished button.

After you perform this task, a SNAT pool resides on the BIG-IP system.

To enable the SNAT pool, you must assign the SNAT pool to a SNAT object, or specify the SNAT pool
within an iRule.
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Route Domains

What is a route domain?
A route domain is a configuration object that isolates network traffic for a particular application on the
network.

Because route domains segment network traffic, you can assign the same IP address or subnet to multiple
nodes on a network, provided that each instance of the IP address resides in a separate routing domain.

Note: Route domains are compatible with both IPv4 and IPv6 address formats.

Important: On a BIG-IP® system that includes both Local Traffic Manager™ (LTM®) and Global Traffic
Manager™ (now BIG-IP ® DNS), all IP addresses that BIG-IP DNS references (virtual IP addresses, link
addresses, and so on) must be associated with route domain 0.

Benefits of route domains
Using the route domains feature of the BIG-IP® system, you can provide hosting service for multiple
customers by isolating each type of application traffic within a defined address space on the network.

With route domains, you can also use duplicate IP addresses on the network, provided that each of the
duplicate addresses resides in a separate route domain and is isolated on the network through a separate
VLAN. For example, if you are processing traffic for two different customers, you can create two
separate route domains. The same node address (such as 10.0.10.1) can reside in each route domain, in
the same pool or in different pools, and you can assign a different monitor to each of the two
corresponding pool members.

Sample partitions with route domain objects
This illustration shows two route domain objects on a BIG-IP system, where each route domain
corresponds to a separate customer, and thus resides in its own partition. Within each partition, the
customer created the network objects and local traffic objects required for that customer's application
(AppA or AppB).



Figure 13: Sample partitions with route domains

Sample route domain deployment
A good example of the use of route domains is a configuration for an ISP that services multiple
customers, where each customer deploys a different application. In this case, the BIG-IP system isolates
traffic for two different applications into two separate route domains. The routes for each application's
traffic cannot cross route domain boundaries because cross-routing restrictions are enabled on the BIG-IP
system by default.

Figure 14: A sample route domain deployment

About route domain IDs
A route domain ID is a unique numerical identifier for a route domain. You can assign objects with IP
addresses (such as self IP addresses, virtual addresses, pool members, and gateway addresses) to a route
domain by appending the %ID to the IP address.
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The format required for specifying a route domain ID in an object’s IP address is A.B.C.D%ID, where ID
is the ID of the relevant route domain. For example, both the local traffic node object 10.10.10.30%2
and the pool member 10.10.10.30%2:80 pertain to route domain 2.

The BIG-IP system includes a default route domain with an ID of 0. If you do not explicitly create any
route domains, all routes on the system pertain to route domain 0.

Important: A route domain ID must be unique on the BIG-IP system; that is, no two route domains on the
system can have the same ID.

Traffic forwarding across route domains
You can create a parent-child relationship between two route domains, and configure strict isolation, to
control the extent to which the BIG-IP® system can forward traffic from one route domain to another.

About parent IDs

When you create a route domain, you can specify the ID of another route domain as the parent route
domain. The parent ID identifies another route domain that the system can search to find a route if the
system cannot find the route within the child route domain.

For example, using the BIG-IP® Configuration utility, suppose you create route domain 1 and assign it a
parent ID of 0. For traffic pertaining to route domain 1, the system looks within route domain 1 for a
route for the specified destination. If no route is found, the system searches the routes in route domain 0.

By default, if the system finds no route in the parent route domain, the system searches the parent route
domain’s parent, and so on, until the system finds either a match or a route domain with no parent. In the
latter case, the system refrains from searching any other route domains to find a match, thus preventing
the system from using a route from another route domain.

You can disable this behavior on a route domain.

About strict isolation

You can control the forwarding of traffic across route domain boundaries by configuring the strict
isolation feature of a route domain:

• If strict isolation is enabled, the BIG-IP® system allows traffic forwarding from that route domain to
the specified parent route domain only. This is the default behavior. Note that for successful isolation,
you must enable the strict isolation feature on both the child and the parent route domains.

• If strict isolation is disabled, the BIG-IP system allows traffic forwarding from that route domain to
any route domain on the system, without the need to define a parent-child relationship between route
domains. Note that in this case, for successful forwarding, you must disable the strict isolation feature
on both the forwarding route domain and the target route domain (that is, the route domain to which
the traffic is being forwarded).

Note: If you connect to a virtual server in a route domain (e.g. RD0), but create another route domain
assignment (e.g. RD1), and run the resources option, you might see the behavior for network access and
AppTunnel resources differ. The following scenarios can occur:

• With a network access resource, you can reach the backend in RD1.
• With an AppTunnel resource, you cannot reach the backend in RD1. To reach the backend, you must

either disable the strict isolation option for both route domains (RD0 and RD1) or set RD0 as the
parent route domain of RD1.
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About default route domains for administrative partitions
The route domains feature includes the concept of default route domains, to minimize the need for you to
specify the %ID notation. When you designate a route domain as the default route domain in a partition,
any BIG-IP system objects in that partition that do not include the %ID notation in their IP addresses are
automatically associated with the default route domain.

The default route domain for partition Common

The BIG-IP system, by default, includes one route domain, named route domain 0. Route domain 0 is
known as the default route domain on the BIG-IP system, and this route domain resides in administrative
partition Common. If you do not create any other route domains on the system, all traffic automatically
pertains to route domain 0.

If you want to segment traffic into multiple route domains, you can create additional route domains in
partition Common and then segment application traffic among those route domains. Any BIG-IP addresses
that do not include the route domain ID notation are automatically associated with the default route
domain.

Note: Any VLANs that reside in partition Common are automatically assigned to the default route domain.

The default route domain for other partitions

For administrative partitions other than Common, you can create a route domain and designate it as a
partition default route domain. A partition can contain one partition default route domain only.

The benefit of having a partition default route domain is that when you create objects such as a virtual
server and pool members within that partition, you do not need to specify the ID of that default route
domain within the addresses for those objects. For example, if you create a partition default route domain
with an ID of 2 in partition A, the system automatically assigns any partition A object IP addresses
without a route domain ID to route domain 2.

If no partition default route domain exists within the partition, the system associates those addresses with
route domain 0 in partition Common.

About VLAN and tunnel assignments for a route domain
You can assign one or more VLANs, VLAN groups, or tunnels to a route domain. The VLANs, VLAN
groups, or tunnels that you assign to a route domain are those pertaining to the particular traffic that you
want to isolate in that route domain. Each VLAN, VLAN group, or tunnel can be a member of one route
domain only.

When you assign a VLAN group to a route domain, the BIG-IP system automatically assigns the VLAN
group members to the route domain.

Please note the following facts:

• If you delete a VLAN group from the system, the VLAN group members remain assigned to the route
domain.

• If a VLAN is assigned to a non-default route domain and you delete that route domain, the BIG-IP
system automatically assigns the VLAN to the default route domain for that partition.

• When you create VLANs, VLAN groups, and tunnels, the BIG-IP system automatically assigns them
to the default route domain of the current partition. You can change this assignment when you create
other route domains in the partition.
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Important: You cannot assign a VLAN that resides in partition Common to a route domain in another
partition.

About advanced routing modules for a route domain
For each route domain that you configure, you can enable one or more dynamic routing protocols, as well
as the network protocol Bidirectional Forwarding Detection (BFD). Use of dynamic routing and BFD for
route domain 0 or any other route domain is optional.

About throughput limits on route domain traffic
When you configure more than one route domain on the BIG-IP system, the traffic from one particular
route domain can potentially consume an inordinate amount of BIG-IP system resource. To prevent this,
you can define the amount of BIG-IP system resource that traffic for each route domain can consume.

You do this by assigning a different throughput limit to each route domain. This throughput limit is
defined in a bandwidth controller policy. For example, for route domain 1, you can assign a static
bandwidth controller policy that specifies a throughput limit of 10 Gbps, while for route domain 2, you
can assign a static bandwidth controller policy that specifies a throughput limit of 20 Gbps. When you
assign a different bandwidth controller policy to each route domain, traffic for one route domain does not
cross the boundary into another route domain on the system.

Important: Applying a bandwidth controller policy to a route domain affects all traffic transmitted by the
BIG-IP system to VLANs in the route domain, including health monitors and DNS queries.

Note: The BIG-IP system applies a bandwidth controller policy to a route domain's egress traffic only,
that is, the traffic that the BIG-IP system transmits. Ingress traffic into the BIG-IP system is processed
before the BIG-IP system applies the bandwidth controller policy, as it forwards the traffic.

Creating a route domain on the BIG-IP system
Before you create a route domain:

• Ensure that an external and an internal VLAN exist on the BIG-IP® system.
• If you intend to assign a static bandwidth controller policy to the route domain, you must first create

the policy. You can do this using the BIG-IP Configuration utility.
• Verify that you have set the current partition on the system to the partition in which you want the

route domain to reside.

You can create a route domain on BIG-IP system to segment (isolate) traffic on your network. Route
domains are useful for multi-tenant configurations.

1. On the Main tab, click Network > Route Domains.
The Route Domain List screen opens.

2. Click Create.
The New Route Domain screen opens.

3. In the Name field, type a name for the route domain.
This name must be unique within the administrative partition in which the route domain resides.

4. In the ID field, type an ID number for the route domain.
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This ID must be unique on the BIG-IP system; that is, no other route domain on the system can have
this ID.
An example of a route domain ID is 1.

5. In the Description field, type a description of the route domain.
For example: This route domain applies to application traffic for Customer A.

6. For the Strict Isolation setting, select the Enabled check box to restrict traffic in this route domain
from crossing into another route domain.

7. For the Parent Name setting, retain the default value.
8. For the VLANs setting, from the Available list, select a VLAN name and move it to the Members

list.
Select the VLAN that processes the application traffic relevant to this route domain.
Configuring this setting ensures that the BIG-IP system immediately associates any self IP addresses
pertaining to the selected VLANs with this route domain.

9. For the Dynamic Routing Protocols setting, from the Available list, select one or more protocol
names and move them to the Enabled list.
You can enable any number of listed protocols for this route domain.

10. From the Bandwidth Controller list, select a static bandwidth control policy to enforce a throughput
limit on traffic for this route domain.

11. From the Partition Default Route Domain list, select either Another route domain (0) is the
Partition Default Route Domain or Make this route domain the Partition Default Route
Domain.
This setting does not appear if the current administrative partition is partition Common.
When you configure this setting, either route domain 0 or this route domain becomes the default route
domain for the current administrative partition.

12. Click Finished.
The system displays a list of route domains on the BIG-IP system.

You now have another route domain on the BIG-IP system.
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Static Routes

Static route management on the BIG-IP system
Part of managing routing on a BIG-IP® system is to add static routes for destinations that are not located
on the directly-connected network. If you are using the route domains feature, you can specify a route
domain ID as part of each IP address that you include in a static route entry.

Adding a static route
Before adding a route, if the IP addresses in the route pertain to any route domains, verify that the
relevant route domains are present on the system.

Perform this task when you want to explicitly add a route for a destination that is not on the directly-
connected network. Depending on the settings you choose, the BIG-IP system can forward packets to a
specified network device (such as a next-hop router or a destination server), or the system can drop
packets altogether.

1. On the Main tab, click Network > Routes.
2. Click Add.

The New Route screen opens.
3. In the Name field, type a unique user name.

This name can be any combination of alphanumeric characters, including an IP address.
4. (Optional) In the Description field, type a description for this route entry.
5. In the Destination field, type either the destination IP address for the route, or IP address 0.0.0.0

for the default route.
This address can represent either a host or a network. Also, if you are using the route domains and the
relevant route domain is the partition default route domain, you do not need to append a route domain
ID to this address.

6. In the Netmask field, type the network mask for the destination IP address.
7. From the Resource list, specify the method through which the system forwards packets:

Option Description

Use Gateway Select this option when you want the next hop in the route to be a network IP
address. This choice works well when the destination is a pool member on the
same internal network as this gateway address.

Use Pool Select this option when you want the next hop in the route to be a pool of
routers instead of a single next-hop router. If you select this option, verify that
you have created a pool on the BIG-IP system, with the routers as pool
members.

Use VLAN/Tunnel Select this option when you want the next hop in the route to be a VLAN or
tunnel. This option works well when the destination address you specify in the
routing entry is a network address. Selecting a VLAN/tunnel name as the
resource implies that the specified network is directly connected to the BIG-IP
system. In this case, the BIG-IP system can find the destination host simply by
sending an ARP request to the hosts in the specified VLAN, thereby obtaining
the destination host’s MAC address.



Option Description

Reject Select this option when you want the BIG-IP system to reject packets sent to
the specified destination.

8. In the MTU field, specify in bytes a maximum transmission unit (MTU) for this route.
9. Click Finished.

After you perform this task, a static route is defined on the BIG-IP system with IP addresses that can
pertain to one or more route domains.

You should define a default route for each route domain on the system. Otherwise, certain types of
administrative traffic that would normally use a TMM interface might instead use the management
interface.
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Dynamic Routing

Dynamic routing on the BIG-IP system
By enabling and configuring any of the BIG-IP® advanced routing modules, you can configure dynamic
routing on the BIG-IP system. You enable one or more advanced routing modules, as well as the
Bidirectional Forwarding Detection (BFD) protocol, on a per-route-domain basis. Advanced routing
module configuration on the BIG-IP system provides these functions:

• Dynamically adds routes to the Traffic Management Microkernel (TMM) and host route tables.
• Advertises and redistributes routes for BIG-IP virtual addresses to other routers.
• When BFD is enabled, detects failing links more quickly than would normally be possible using the

dynamic routing protocols' own detection mechanisms.

Note: On the BIG-IP system, directly-connected and static routes take precedence over dynamically-
learned routes.

Supported protocols for dynamic routing
The BIG-IP® advanced routing modules support these protocols.

Table 2: Dynamic routing protocols

Protocol
Name

Description Daemon IP version
supported

BFD Bidirectional Forwarding Detection is a protocol
that detects faults between two forwarding engines
connected by a link. On the BIG-IP system, you can
enable the BFD protocol for the OSPFv2, BGP4,
and IS-IS dynamic routing protocols specifically.

oamd IPv4 and IPv6

BGP4 Border Gateway Protocol (BGP) with multi-
protocol extension is a dynamic routing protocol for
external networks that supports the IPv4 and IPv6
addressing formats.

bgpd IPv4 and IPv6

IS-IS Intermediate System-to-Intermediate System (IS-IS)
is a dynamic routing protocol for internal networks,
based on a link-state algorithm.

isisd IPv4 and IPv6

OSPFv2 The Open Shortest Path First (OSPF) protocol is a
dynamic routing protocol for internal networks,
based on a link-state algorithm.

ospfd IPv4

OSPFv3 The OSPFv3 protocol is an enhanced version of
OSPFv2.

ospf6d IPv6

PIM The Protocol Independent Multicast (PIM) protocol
is a dynamic routing protocol for multicast packets
from a server to all interested clients.

pimd IPv4 and IPv6



Protocol
Name

Description Daemon IP version
supported

RIPv1/RIPv2 Routing Information Protocol (RIP) is a dynamic
routing protocol for internal networks, based on a
distance-vector algorithm (number of hops).

ripd IPv4

RIPng The RIPng protocol is an enhanced version of
RIPv2.

ripngd IPv6

About the Bidirectional Forwarding Detection protocol
Bidirectional Forwarding Detection (BFD) is an industry-standard network protocol on the BIG-IP®

system that provides a common service to the dynamic routing protocols BGPv4, OSPFv2, and IS-IS.
Enabled on a per-route domain basis, BFD identifies changes to the connectivity between two forwarding
engines, or endpoints, by transmitting periodic BFD control packets on each path between the two
endpoints. When either endpoint fails to receive these control packets for a specific duration of time, the
connectivity between the endpoints is considered lost, and BFD notifies the associated dynamic routing
protocols. In general, BFD detects connectivity changes more rapidly than the endpoints' standard Hello
mechanisms, leading to quicker network convergence, which is highly desirable to data center
applications.

BFD operates by establishing a session between two endpoints, sending BFD control packets over the
link. If more than one link exists between two endpoints, BFD can establish multiple sessions to monitor
each link.

A BFD session can operate in one of two modes, either asynchronous mode or demand mode:

• You configure BFD to operate in asynchronous mode when you want both endpoints to verify
connectivity by periodically sending Hello packets to each other. This is the most commonly-used
mode.

• You configure BFD to operate in demand mode when you want the endpoints to use another way to
verify connectivity to each other instead of sending Hello packets. For example, the endpoints might
verify connectivity at the underlying physical layer. Note, however, that in demand mode, either host
can send Hello packets if needed.

Note: BFD failure detection between two BIG-IP systems does not trigger failover.

Configuration overview

The first step in configuring the Bidirectional Forwarding Detection (BFD) protocol on the BIG-IP®

system is to use the IMI Shell within tmsh to configure the protocol for the relevant advanced routing
modules (BGP4, OSPFv2, and IS-IS):

• Because BFD does not include a discovery mechanism, you must explicitly configure BFD sessions
between endpoints.

• The BFD protocol requires you to commit a nominal amount of additional system resources, in the
form of timers, interface bandwidth, and system memory.

After configuring BFD protocol behavior, you enable the protocol on one or more specific route domains.

Important: You can find detailed documentation on BFD commands in the AskF5™ knowledge base at
http://support.f5.com.
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Enabling the BFD protocol for a route domain

Before you perform this task, verify that you have configured the Port Lockdown setting on all self IP
addresses with which routers must communicate. Specifically, you must configure self IP addresses to
allow TCP connections on the relevant service port.

You must enable the Bidirectional Forwarding Detection (BFD) network protocol on a per-route domain
basis. Use this task to enable BFD on an existing route domain.

1. On the Main tab, click Network > Route Domains.
The Route Domains list screen opens.

2. In the Name column, click the name of the relevant route domain.
3. For the Dynamic Routing Protocols setting, from the Available list, select BFD and move it to the

Enabled list.
When you enable BFD, the BIG-IP system starts one BFD session for the route domain, and this
session supports the BGP4, IS-IS, and OSPFv2 protocols.

4. Click Update.
The system displays the list of route domains on the BIG-IP system.

After you perform this task, the BIG-IP® system starts the daemon oamd. Once enabled, the BFD
protocol automatically restarts whenever the BIG-IP system is restarted.

Common commands for BFD base configuration
There are two common BFD commands that you can use to perform BFD base configuration. To use
these commands, you use the IMI Shell within tmsh.

Sample command line sequence Result

bigip (config-if)# bfd interval 100
minrx 200 multiplier 4

Sets desired Min Tx, required Min Rx, and detect
Multiplier.

bigip (config)# bfd slow-timer 2000 Sets BFD slow timer to two seconds.

Common commands for BFD routing configuration
There are a number of common BFD commands that you can use to perform BFD routing configuration.
To use these commands, you use the IMI Shell within tmsh.

Protocol Sample command line sequence Result

BGP4 bigip (config-if)# neighbor 1.1.1.1
fallover bfd multihop

Enables multi-hop bidirectional
forwarding detection to BGP
neighbor 1.1.1.1.

OSPFv2 bigip (config)# bfd all-interfaces Enables single-hop bidirectional
forwarding detection for all
OSPF neighbors.

OSPFv2 bigip (config)# area 1 virtual-link
3.3.3.3 fallover bfd

Enables multi-hop bidirectional
forwarding detection to OSPF
router 3.3.3.3.

IS-IS bigip (config-if)# bfd all-interfaces Enables bidirectional
forwarding detection for all IS-
IS neighbors.
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About the Protocol Independent Multicast protocol
The Protocol Independent Multicast (PIM) protocol (which is available with licensed ZebOS® dynamic
routing on the BIG-IP® system) comprises a group of carrier-class multicast routing protocols for the
distribution of data. Within this group, the BIG-IP system supports the PIM Dense Mode (PIM-DM) and
PIM Sparse Mode (PIM-SM) protocols, which provide dense mode, sparse mode, and sparse-dense mode
multicast routing. Sparse-dense mode only applies to IPv4 and is proprietary to Cisco®.

About using PIM sparse mode

You can configure a BIG-IP® system non-default route domain to use the Protocol Independent Multicast
(PIM) protocol sparse mode (SM), which is available with a Multicast Routing Bundle license in addition
to licensed ZebOS® dynamic routing. This configuration provides an effective multicast solution for
Wide Area Networks (WANs) with sparsely distributed groups.

Interested listeners located downstream from a PIM router join a PIM sparse mode tree through a join
message, which is then sent from the listener's designated router toward a rendezvous point. All routers in
a PIM domain must map to a rendezvous point router, which acts as an information exchange point for
the routers.

Important: F5 does not yet support BIG-IP system in the role of a Rendezvous point for PIM sparse
mode.

About using PIM dense mode

You can configure a BIG-IP® system non-default route domain to use the Protocol Independent Multicast
(PIM) protocol dense mode (DM), which is available with a Multicast Routing Bundle license in addition
to licensed ZebOS® dynamic routing. This configuration provides an effective multicast solution for
Local Area Networks (LANs) that are configured with listeners at most locations.

For example, in a PIM-DM configuration, you can configure the Local Traffic Manager™ (LTM) to use a
wildcard forwarding virtual server to flood IPv4 or IPv6 multicast traffic throughout the domain.
Interested listeners, located downstream from a PIM router, use the Internet Group Management Protocol
(IGMPv3) protocol for IPv4 traffic or Multicast Listener Discovery (MLDv2) protocol for IPv6 traffic to
join the multicast group. When the LTM® receives traffic, it sends that traffic to all active PIM routers,
which then forward the packets toward the interested listeners. PIM routers without interested listeners
prune themselves from the multicast group. When a listener leaves the multicast group, the upstream
router sends a PIM prune message to the LTM, which removes that router from the group's forwarding
list, thus enabling the LTM to send group traffic only to active PIM routers, and use the shortest-path
trees.

Additionally, a PIM-DM configuration applies reverse path forwarding functionality, using the unicast
routing information base (RIB), to provide loop-free forwarding of multicast traffic.

About using PIM sparse-dense mode

The IPv4 Protocol Independent Multicast (PIM) Sparse-Dense protocol is a Cisco proprietary protocol.
Combining PIM dense mode (DM) and sparse mode (SM) into a single process offers simplicity,
maintainability, and better performance. Certain groups can be explicitly configured for DM, while
leaving the rest operating in SM.
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About reverse path forwarding functionality

The Protocol Independent Multicast (PIM) protocol dense mode (DM) configuration applies reverse path
forwarding (RPF) functionality, which uses a unicast routing information base (RIB) to provide loop-free
forwarding of multicast traffic.

For example, an RPF router is located on an interface that sends unicast packets to the source. When a
multicast packet arrives on an RPF router, the router forwards the packet to the interfaces specified by the
unicast RIB. If a multicast packet arrives on a non-RPF interface, the packet is discarded, thus preventing
a loop condition.

About Maximum Multicast Rate functionality

Maximum Multicast Rate functionality provides a packets-per-second rate limit intended for non-
broadcast multicast functionality. You can disable this functionality to optimize performance and
throughput for multicast functionality. Click System > Configuration > Local Traffic > General, and
then clear the Maximum Multicast Rate check box.

Configuration overview

The first step in configuring Protocol Independent Multicast (PIM) protocol on the BIG-IP® system is to
use the IMI Shell within tmsh to configure the protocol for the relevant advanced routing module (PIM).

After configuring PIM protocol behavior, you enable the protocol on one or more specific route domains.

Important: You can find detailed documentation on PIM commands in the AskF5™ knowledge base at
http://support.f5.com.

Enabling a PIM protocol for a route domain

Before you configure a BIG-IP® system route domain to use Protocol Independent Multicast (PIM)
network protocol functionality, you need to license and configure ZebOS multicast functionality.

You must enable the PIM network protocol on a per-route domain basis. Use this task to enable PIM on
an existing route domain.

1. On the Main tab, click System > Configuration > Local Traffic > General.
The Local Traffic General settings screen opens.

2. Clear the Maximum Multicast Rate check box.
3. Click Update to apply the changes.
4. On the Main tab, click Network > Route Domains.

The Route Domains list screen opens.
5. In the Name column, click the name of the relevant route domain.
6. For the Dynamic Routing Protocols setting, from the Available list, select PIM and move it to the

Enabled list.
When you enable PIM, the BIG-IP system starts one PIM session for the route domain, and this
session supports the IGMPv3 for IPv4 and MLDv2 for IPv6 protocols.

7. Click Update.
The system displays the list of route domains on the BIG-IP system.

After you perform this task, the BIG-IP® system starts the daemons mribd and pimd. Once enabled, the
PIM protocol automatically restarts whenever the BIG-IP system is restarted.
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Common commands for enabling multicast routing
There are several commands that you can use to enable multicast routing. To use these commands, you
access the IMI Shell within tmsh.

Sample command line sequence Result

bigip (config-if)>en Enables multicast functionality.

bigip (config-if)#conf t Enables configuration functionality.

bigip (config-if)#ip pim dense-mode Enables IPv4 PIM dense-mode functionality.

bigip (config-if)#ipv6 pim dense-mode Enables IPv6 PIM dense-mode functionality.

bigip (config-if)#ip pim sparse-mode Enables IPv4 PIM sparse-mode functionality.

bigip (config-if)#ipv6 pim sparse-mode Enables IPv6 PIM sparse-mode functionality.

bigip (config-if)#ip pim sparse-dense-mode Enables IPv4 PIM sparse-dense-mode
functionality.

bigip (config-if)#ipv6 pim sparse-dense-
mode

Enables IPv6 PIM sparse-dense-mode
functionality.

Common commands for configuring PIM interfaces
There are a number of common PIM commands that you can use to perform PIM routing configuration.
To use these commands, you access the IMI Shell within tmsh.

Sample command line sequence Result

bigip (config-if)#interface external Specifies configuration of external port.

bigip (config-if)#ip pim dense-mode Configures PIM dense mode for external
port.

bigip (config)#ip pim dense-group Configures a particular multicast group to
function in dense-mode while all other
groups function in sparse mode.

Common tmsh commands for PIM interfaces
There are a number of common tmsh commands that you can use to assess Protocol Independent
Multicast (PIM) interfaces.

Sample commands Results

bigip (config-if)# tmsh show net mroute Lists multicast sources, groups, incoming
interfaces, and outgoing interfaces.

bigip (config-if)# tmsh show sys ip-stat |
grep Multicast

Summarizes multicast statistics.

PIM protocol supported tunnel types
Protocol Independent Multicast (PIM) protocol functionality, available with licensed ZebOS® dynamic
routing, supports several types of tunnels.

• etherip
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• fec
• gre
• ip4ip4
• ip4ip6
• ip6ip4
• ip6ip6
• ipip
• ppp
• vxlan

About ECMP routing
Some of the advanced routing modules on the BIG-IP® system include support for Equal Cost Multipath
(ECMP) routing. ECMP is a forwarding mechanism for routing a traffic flow along multiple paths of
equal cost, with the goal of achieving equally-distributed link load sharing. By load balancing traffic over
multiple paths, ECMP offers potential increases in bandwidth, as well as some level of fault tolerance
when a path on the network becomes unavailable.

Advanced routing modules that support ECMP

The BIG-IP® system deploys Equal Cost Multipath (ECMP) routing with these advanced routing
modules:

• BGP4
• IS-IS
• OSPFv2
• OSPFv3
• PIM
• RIPv1
• RIPv2

The ECMP protocol is enabled by default for all of these advanced routing modules except BGP4. For
BGP4, you must explicitly enable the ECMP forwarding mechanism.

Enabling the ECMP protocol for BGP4

You can enable the Equal Cost Multipath (ECMP) forwarding mechanism for the BGP4 advanced routing
module, using the Traffic Management Shell (tmsh) command line interface. When you enable ECMP
for BGP4, the BIG-IP® system provides multiple paths for a traffic flow to choose from, in order to reach
the destination.

Important: For all other advanced routing modules, the ECMP protocol is enabled by default.

1. Open a console window, or an SSH session using the management port, on a BIG-IP system.
2. Use your user credentials to log in to the system.
3. At the command prompt, type tmsh.

This opens the tmsh shell.
4. Type this command: run /util imish -r ID.

The ID variable represents the route domain ID.
This command invokes the IMI shell.

5. Type enable.
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6. Type configure terminal.
7. Type router bgp as-number.
8. Type this command: bgp max-paths (ebgp|ibgp|) 2-64
After you perform this task, the ECMP forwarding mechanism is enabled for the BGP4 advanced routing
module.

Viewing routes that use ECMP

You can perform this task to view the dynamic routes on the system that are using the Equal Cost
Multipath (ECMP) forwarding mechanism.

1. Open a console window, or an SSH session using the management port, on a BIG-IP® system.
2. Use your user credentials to log in to the system.
3. At the command prompt, type tmsh show net route.

The system displays all dynamic routes and indicates the routes that are using ECMP.

Location of startup configuration for advanced routing modules
When you enable advanced routing modules for a route domain, the BIG-IP system creates a dynamic
routing startup configuration. Each route domain has its own dynamic routing configuration, located in
the folder /config/zebos/rdn, where n is the numeric route domain ID.

Warning: F5 Networks strongly discourages manual modifications to the startup configuration (such as
by using a text editor). Doing so might lead to unexpected results.

Accessing the IMI Shell
Perform this task when you want to use IMI Shell (imish) to configure any of the dynamic routing
protocols. Note that if you are using the route domains feature, you must specify the route domain
pertaining to the dynamic routing protocol that you want to configure.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type tmsh.

This opens the tmsh shell.
4. Type this command: run /util imish -r ID.

If the route domain for the protocol you want to configure is the default route domain for the current
partition, you do not need to use the -r option to specify the route domain ID.
This command invokes the IMI shell.

You can now use any of the IMI shell commands.

Relationship of advanced routing modules and BFD to route domains
For each route domain on the BIG-IP system (including route domain 0), you can enable one or more
dynamic routing protocols, as well as the network protocol Bidirectional Forwarding Detection (BFD).
For example, you can enable BGP4 and OSPFv3 on a specific route domain. Use of dynamic routing
protocols for a route domain is optional.
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When you enable dynamic routing on a specific route domain, the BIG-IP system creates a dynamic
routing instance. This dynamic routing instance is made up of the core dynamic routing daemons (imi
and nsm), as well each relevant dynamic routing protocol daemon. If you enable BFD, the BFD instance
is made up of the oamd protocol daemon. Thus, each dynamic routing instance for a route domain has a
separate configuration. You manage a dynamic routing configuration using the IMI shell (imish) within
the BIG-IP Traffic Management Shell (tmsh).

Enabling a protocol for a route domain

Before you perform this task, verify that you have configured the Port Lockdown setting on all self IP
addresses with which routers must communicate. Specifically, you must configure self IP addresses to
allow TCP connections on the relevant service port. For example, for BGP4, you must configure self IP
addresses to allow TCP connections for port 179, the well-known port for BGP4.

The first step in configuring dynamic routing protocols on the BIG-IP system is to enable one or more
routing protocols, as well as the optional the Bidirectional Forwarding Detection (BFD) network
protocol. A protocol is enabled when at least one instance of the protocol is enabled on a route domain.

Important: The BIG-IP system does not synchronize enabled protocols at runtime during configuration
synchronization in a redundant system configuration. This can adversely affect the OSPFv2 and OSPFv3
protocols. To prevent these effects, always enable the protocol on an active device. Then synchronize the
configuration to a standby device.

1. On the Main tab, click Network > Route Domains.
The Route Domains list screen opens.

2. In the Name column, click the name of the relevant route domain.
3. For the Dynamic Routing Protocols setting, from the Available list, select a protocol name and

move it to the Enabled list.
You can enable any number of listed protocols for this route domain.

Important: When you enable BFD, the BIG-IP system starts one BFD session for the route domain,
and this session supports the BGP4, IS-IS, and OSPFv2 protocols only.

4. Click Update.
The system displays the list of route domains on the BIG-IP system.

After performing this task, the BIG-IP system starts an instance of the specified protocol daemon for the
specified route domain, and starts the core daemons nsm and imi. If BFD is enabled, the system also
starts the daemon oamd. Once enabled, a protocol automatically restarts whenever the BIG-IP system is
restarted.

Disabling a protocol for a route domain

Perform this task to disable an instance of a routing or network protocol that is currently associated with
a route domain other than route domain0.

Important: The BIG-IP system does not synchronize disabled protocols at runtime during configuration
synchronization in a device service clustering (redundant) configuration. This can adversely affect the
OSPFv2 and OSPFv3 protocols. To prevent these effects, always disable the protocol on a standby
device. Then synchronize the configuration to an active device.

1. On the Main tab, click Network > Route Domains.
The Route Domains list screen opens.

2. In the Name column, click the name of the relevant route domain.
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3. For the Dynamic Routing Protocols setting, from the Enabled list, select a protocol name and move
it to the Available list.
You can disable any number of listed protocols for this route domain.

4. Click Update.
The system displays the list of route domains on the BIG-IP system.

After disabling a dynamic routing protocol for a route domain, the BIG-IP system stops the daemon of
the specified protocol, resulting in these effects:

• If the specified protocol was the only protocol enabled on the system, the system stops the common
daemons nsm and imi, and possibly the oamd daemon. You will no longer see these daemons running
on the system.

• The relevant configuration is removed from the runtime configuration, but the configuration is stored
on the system until you explicitly save the running configuration.

• If restarted later, the BIG-IP system does not automatically re-enable the protocol. In this case, you
must explicitly re-enable the protocol after the system restarts.

Displaying the status of enabled protocols

Perform this task to display the status of instances of any dynamic routing protocols (including the
Bidirectional Forwarding Detection (BFD) protocol) that are enabled for a specific route domain.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type tmsh.

This opens the tmsh shell.
4. Type run util zebos check

This displays the status and process IDs of any enabled dynamic routing protocols or BFD protocol
for the specified route domain.

After performing this task, you can see the status and process IDs of any enabled protocols. The
following shows sample output:

        bgpd    is running [22320]          
        

About Route Health Injection
Route Health Injection (RHI) is the system process of advertising the availability of virtual addresses to
other routers on the network. You can configure two aspects of RHI: route advertisement and route
redistribution.

About route advertisement of virtual addresses

Route advertisement is the function that the BIG-IP® system performs when advertising a route for a
virtual address to the Traffic Management Microkernel (TMM) routing table. You must configure route
advertisement to ensure that the dynamic routing protocols propagate this route to other routers on the
network.

The settings related to route advertisement that you can configure on a virtual address are:
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Property Description Default Value

Availability
Calculation

A setting that tells the BIG-IP system when to consider the virtual
address available for advertisement to an advanced routing module.
This setting only applies when the Route Advertisement setting is
set to anything other than Disabled. Possible values are:

• When any virtual server is available
• When all virtual server(s) are available
• Always

When any
virtual server is
available

ICMP Echo A setting that enables, selectively enables, or disables responses to
ICMP echo requests on a per-virtual address basis. When this setting
is disabled, the BIG-IP system drops any ICMP echo request packets
sent to virtual addresses, including standard statistics and logging.
Note that the resulting behavior is affected by the value you
configure for the Availability Calculation setting.

Enabled

Route
Advertisement

A setting that inserts a route to this virtual address into the kernel
routing table so that an advanced routing module can redistribute that
route to other routers on the network. Possible values are:

Disabled
Does not advertise the route for the virtual address, regardless of
the availability status

Enabled
Advertises the route for the available virtual address, based on
the calculation method selected in the Availability Calculation
list.

Always
Always advertises the route for the virtual address, regardless of
availability status. This requires an enabled virtual address.

Selective
You can also selectively enable ICMP echo responses, which
causes the BIG-IP system to internally enable or disable
responses based on virtual server state: any virtual server, all
virtual servers, or always, regardless of the state of any virtual
server.

Any
Advertises the route for the virtual address when any virtual
server is available.

All
Advertises the route for the virtual address when all virtual
servers are available.

Disabled

After you configure the desired behavior of the system with respect to route advertisement, the
tmrouted daemon attempts to comply. The daemon only succeeds in advertising the route for the virtual
address when the relevant virtual servers, pool, and pool members collectively report their status in
specific combinations.

Note: When you configure RHI in a device group configuration, only devices with active traffic groups
attempt to advertise routes to virtual addresses.
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Determination of UP state for a virtual address

The tmrouted daemon within the BIG-IP® system considers a virtual IP address to be in an UP state
when any one of the following conditions are true:

• The BIG-IP Configuration utility shows blue, green, or yellow status for the virtual address.
• The virtual address is a member of an active traffic group.
• The virtual address is enabled and is currently being advertised.

Conditions for route advertisement of virtual addresses

This table shows the ways that Local Traffic Manager™ (LTM®) object status affects whether the BIG-IP®

system advertises a route to a virtual address. In the table, the colors represent object status shown on the
Local Traffic screens within the BIG-IP Configuration utility. The table also summarizes the collective
LTM object status that determines route advertisement.

Table 3: Route advertisement for virtual addresses based on LTM object status

LTM object status

Route
advertised?

Pool
membe
r

Pool Virtual
server

Virtual
address

Status summary

Yes Pool members are monitored and UP. The
virtual address is UP.

Yes Pool or pool members are unmonitored.
The virtual address is enabled.

Yes  Pool members are disabled. Other objects
are enabled.

Yes   Virtual server is disabled. Virtual address
is enabled.

Yes N/A The pool has no members. The virtual
address is enabled.

Yes N/A N/A Virtual server has no pool assigned.

No Pool members are monitored and DOWN.

No    Virtual server and virtual address are
disabled.

No   Virtual address is disabled. Other objects
are enabled.

LTM object status indicators

The BIG-IP® Configuration utility displays various colored icons to report the status of virtual servers,
virtual addresses, pools, and pool members.

Green circle 
The object is available in some capacity. The BIG-IP system services traffic destined for this object.
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Blue square 
The availability of the object is unknown. Sample causes of this status are when the object is not
configured for service checking, the IP address of the object is misconfigured, or the object is
disconnected fromthe network.

Yellow triangle 
The object is not currently available but might become available later with no user intervention. For
example, an object that has reached its configured connection limit might show yellow status but later
switch to green when the number of connections falls below the configured limit.

Red diamond 
The object is not available. The BIG-IP system cannot service traffic destined for this object. A
sample cause of this status is when a node fails service checking because it has become unavailable.
This status requires user intervention to restore the object status to green.

Black circle 
A user has actively disabled an available object.

Black diamond 
A user has actively disabled an unavailable object.

Gray icons   
A parent object disabled the object, or the object is enabled but unavailable because of another
disabled object.

Configuring route advertisement on virtual addresses

Before performing this task, verify that you have created the relevant virtual server on the BIG-IP
system. Also, the virtual address that you want to advertise must have a status of Up, Unavailable, or
Unknown.

Perform this task to specify the criterion that the BIG-IP system uses to advertise routes for virtual
addresses. You must perform this task if you want the dynamic routing protocols to propagate this route
to other routers on the network.

1. On the Main tab, click Local Traffic > Virtual Servers > Virtual Address List.
2. Click the virtual address you want to configure.

Note: If the virtual address does not appear in the list, you must first create the associated virtual
server.

3. To specify when the virtual address is considered available for route advertisement, select an option
from the Availability Calculation list:

• When any virtual server is available
• When all virtual server(s) are available
• Always

When the virtual address is available and the Route Advertisement setting is set to Enabled, the
BIG-IP system advertises the route for the virtual address.

4. From the Route Advertisement list, select an option:
Option Description

Disabled Does not advertise the route for the virtual address, regardless of the availability status.

Enabled Advertises the route for the available virtual address, based on the calculation method
selected in the Availability Calculation list.
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Option Description

Always Always advertises the route for the virtual address, regardless of availability status. This
requires an enabled virtual address.

Selective Selectively enables ICMP echo responses, which causes the BIG-IP system to internally
enable or disable responses based on virtual server state: any virtual server, all virtual
servers, or always, regardless of the state of any virtual server.

Any Advertises the route for the virtual address when any virtual server is available.

All Advertises the route for the virtual address when all virtual servers are available.

After you perform this task, properly-configured dynamic routing protocols can redistribute the
advertised route to other routers on the network.

Displaying advertised routes for virtual addresses

Before you perform this task, depending on the dynamic routing protocol, you might need to configure
the protocol's router definition to redistribute the kernel.

Perform this task when you want to display routes for virtual addresses that the BIG-IP system has
advertised to other routers on the network.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type tmsh.

This opens the tmsh shell.
4. Type run /util imish -r ID

The variable ID is the ID of the relevant route domain. This ID must be an integer.
This opens the IMI shell.

5. At the prompt, type show ip route kernel.

After performing this task, you should see the advertised routes for virtual addresses. For example,
advertised routes for virtual addresses 10.1.51.80/32 and 10.2.51.81/32 appear as follows:

             K       10.1.51.80/32 is directly connected, tmm0
             K       10.1.51.81/32 is directly connected, tmm0
             

The /32 netmask indicates that the IP addresses pertain to individual hosts, and the tmm0 indicator shows
that protocols on other routers have learned these routes from the Traffic Management Microkernel
(TMM).

Delaying the withdrawal of RHI routes

Perform this task to delay the withdrawal of RHI routes when operation status changes. Delaying route
withdrawal prevents short route flaps that might occur due to both the short period during failover when
both devices are in a standby state, and the periodic housekeeping processes in routing protocol daemons
(specifically bgpd).

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type tmsh.

This opens the tmsh shell.
4. Set the bigdb variable to the needed delay by typing this command: modify /sys db

tmrouted.rhifailoverdelay value delay_in_seconds
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The BIG-IP system now delays the withdrawal of RHI routes by the number of seconds that you
specified.

Redistribution of routes for BIG-IP virtual addresses

You can explicitly configure each dynamic routing protocol to redistribute routes for advertised virtual
addresses, to ensure that other routers on the network learn these routes. For purposes of redistribution,
the dynamic routing protocols consider any route generated through Route Health Injection (RHI) to be a
host route.

Note: For all dynamic routing protocols, you must configure route redistribution for IPv4 addresses
separately from that of IPv6 addresses.

This example shows an entry in the OSPF configuration. When you add this statement to the OSPF
configuration, the BIG-IP system redistributes the route for the virtual address.

router ospf
   redistribute kernel

You can optionally specify a route-map reference that specifies the route map to use for filtering routes
prior to redistribution. For example:

redistribute kernel route-map external-out

Route maps provide an extremely flexible mechanism for fine-tuning redistribution of routes using the
dynamic routing protocols.

Advertisement of next-hop addresses
The BIG-IP system advertises all self IP addresses, including floating self IP addresses, to the dynamic
routing protocols. The protocols store floating addresses so that the protocols can prefer a floating
address as the advertised next hop. This applies only to protocols that allow explicit next-hop
advertisement.

IPv6 next-hop address selection (BGP4 only)

When you are using BGP4 and IPv6 addressing, you can advertise one or two next-hop addresses for
each route. The BIG-IP system selects the addresses to advertise based on several factors.

Parameter combinations for next-hop address selection
For BGP-4 only, you can choose from several combinations of configuration parameters to control the
selection of next-hop IPv6 addresses.

Table 4: P = Peering, X = Configured

Link-local
autoconf.
(LL-A)

Link-local
(LL)

Link-local
floating
(LL-F)

Global (G) Global
floating (G-
F)

EBGP
multihop

Advertised
nexthop
addresses

P LL-A

X P LL

X P X LL-F
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Link-local
autoconf.
(LL-A)

Link-local
(LL)

Link-local
floating
(LL-F)

Global (G) Global
floating (G-
F)

EBGP
multihop

Advertised
nexthop
addresses

X P X G, LL

X P G, LL-A

X X X P X G

X X X P LL-F

X P X G-F

X P X X GF, LL

X X P X GF

X P X X X LL-F

X X X P X GF-F

Visibility of static routes
The dynamic routing protocols view Traffic Management Microkernel (TMM) static routes as kernel
routes. (TMM static routes are routes that you configure using tmsh or the BIG-IP Configuration utility.)
Because TMM static routes are viewed as kernel routes, a TMM static route has a higher precedence than
a dynamic route (with an identical destination).

Management routes and addresses are not visible to the dynamic routing protocols and cannot be
advertised. Routes to the networks reachable through the management interface can be learned by
dynamic routing protocols if they are reachable through a VLAN, VLAN group, or tunnel.

About dynamic routing for redundant system configurations
If the BIG-IP system that you are configuring for dynamic routing is part of a redundant system
configuration, you should consider these factors:

• You must configure the dynamic routing protocols on each member of the device group.
• For protocols that include the router ID attribute, you should verify that each member of the device

group has a unique router ID.
• When you configure Route Health Injection (RHI), only active device group members advertise

routes to virtual addresses.

Special considerations for BGP4, RIP, and IS-IS

For the BGP, RIP, RIPng, and IS-IS protocols, you no longer need to specifically configure these
protocols to function in active-standby configurations. Each member of the device group automatically
advertises the first floating self IP address of the same IP subnet as the next hop for all advertised routes.
This applies to both IPv4 and IPv6 addresses.

Advertising a next-hop address that is always serviced by an active device guarantees that all traffic that
follows routes advertised by any device in the redundant pair is forwarded based on the active LTM®

configuration.
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Special considerations for OSPF

For OSPF protocols, the BIG-IP system ensures that standby device group members are the least
preferred next-hop routers. The system does this by automatically changing the runtime state as follows:

Table 5: Dynamic routing protocols

Protocol Name Runtime state change

OSPFv2 The OSPF interface cost is increased on all
interfaces to the maximum value (65535) when the
status of the device is Standby. Also, all external
type 2 Link State Advertisements (LSAs) are aged
out.

OSPFv3 The OSPF interface cost is increased on all
interfaces to the maximum value.

Displaying OSPF interface status

When you display OSPF interface status, you can see the effect of runtime state changes.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type tmsh.
4. Type this command: run /util imish -r ID.
5. Type sh ip ospf interface.

The variable id is the ID of the relevant route domain.

Listing the OSPF link state database

When you list the contents of the OSPF link state database, you can see the effect of runtime state
changes.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type tmsh.
4. Type this command: run /util imish -r ID
5. Type sh ip ospf database external self-originate.

The variable id is the ID of the relevant route domain.

Dynamic routing on a VIPRION system
If you have a VIPRION® system, it is helpful to understand how the cluster environment affects the
dynamic routing functionality.

VIPRION appearance as a single router

On a VIPRION® system, the dynamic routing system behaves as if the cluster were a single router. This
means that a cluster always appears as a single router to any peer routers, regardless of the dynamic
routing protocol being used.
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From a management perspective, the VIPRION system is designed to appear as if you are configuring
and managing the routing configuration on a single appliance. When you use the cluster IP address to
configure the dynamic routing protocols, you transparently configure the primary blade in the cluster.
The cluster synchronization process ensures that those configuration changes are automatically
propagated to the other blades in the cluster.

Redundancy for the dynamic routing control plane

The dynamic routing system takes advantage of the redundancy provided by the cluster environment of a
VIPRION® chassis, for the purpose of providing redundancy for the dynamic routing control plane. Two
key aspects of dynamic routing control plane redundancy are the VIPRION cluster’s appearance to the
routing modules as a single router, and the operational modes of the enabled dynamic routing protocols.

Operational modes for primary and secondary blades

Enabled dynamic routing protocols run on every blade in a cluster in one of these operational modes:
MASTER, STANDBY, or SLAVE.

This table shows the operational modes for primary and secondary blades, on both the active cluster and
the standby cluster.

Table 6: Operational modes for dynamic routing protocols per blade type

Blade Type Active
Cluster

Standby
Cluster

Notes

Primary MASTER
mode

STANDBY
mode

The dynamic routing protocols:

• Actively participate in dynamic routing protocol
communication with peer routers.

• Maintain TMM and host route tables on all
blades in the cluster.

Secondary SLAVE mode SLAVE mode The dynamic routing protocols:

• Do not transmit any dynamic routing protocol
traffic.

• Track communication between a module and the
peer routers, or wait for transition to MASTER or
STANDBY mode.

In MASTER and STANDBY modes, all routes learned by way of dynamic routing protocols on the
primary blade are (in real-time) propagated to all secondary blades. The difference between MASTER
and STANDBY mode is in the parameters of advertised routes, with the goal to always make the active
unit the preferred next hop for all advertised routes.

The transition from SLAVE to MASTER or STANDBY mode takes advantage of standard dynamic
routing protocol graceful restart functionality.

Viewing the current operational mode

Perform this task to display the current operational mode (MASTER, STANDBY, or SLAVE) of a blade.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type tmsh.
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4. Type run /util imish -r ID.
If the route domain for the protocol you want to configure is the default route domain for the current
partition, you do not need to use the -r option to specify the route domain ID.
This command invokes the IMI shell.

5. Type show state.

The BIG-IP system displays a message such as Current operational state: MASTER.

About graceful restart on the VIPRION system

With the graceful restart function, the dynamic routing protocol control plane moves from one blade to
another without disruption to traffic. Graceful restart is enabled for most supported protocols and address
families by default.

To operate successfully, the graceful restart function must be supported and enabled on all peer routers
with which the VIPRION® system exchanges routing information. If one or more peer routers does not
support graceful restart for one or more enabled dynamic routing protocols, a change in the primary blade
causes full dynamic routing reconvergence, and probably traffic disruption. The traffic disruption is
caused primarily by peer routers discarding routes advertised by the VIPRION system.

The BIG-IP system always preserves complete forwarding information (TMM and host route tables) on
VIPRION systems during primary blade changes, regardless of support for graceful restart on peer
routers.

Runtime monitoring of individual blades

The BIG-IP system automatically copies the startup configuration to all secondary blades and loads the
new configuration when the running configuration is saved on the primary blade.

You can display information about the runtime state of both the primary and secondary blades. However,
some information displayed on secondary blades might differ from the information on the primary blade.
For troubleshooting, you should use the information displayed on the primary blade only, because only
the primary blade both actively participates in dynamic routing communication and controls route tables
on all blades.

Troubleshooting information for dynamic routing
Dynamic route propagation depends on a BIG-IP® system daemon named tmrouted. The BIG-IP system
starts the tmrouted daemon when you enable the first dynamic routing protocol. and restarts the daemon
whenever the BIG-IP system restarts.

In the rare case when you need to manage the tmrouted daemon due to a system issue, you can perform
a number of different tasks to troubleshoot and solve the problem.

Checking the status of the tmrouted daemon

Use this procedure to verify that the tmrouted daemon is running. This daemon must be running for the
enabled dynamic routing protocols to propagate routes.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Type your user credentials to log in to the system.
3. If the system has granted you access to the BASH shell prompt, type tmsh. Otherwise, skip this step.
4. Type show /sys service tmrouted.
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The BIG-IP system displays information about tmrouted such as: tmrouted run (pid 5113) 1
days

Stopping the tmrouted daemon

Before you can stop an instance of the tmrouted daemon, the associated protocol instance must be
enabled on the BIG-IP system. Also, the BIG-IP system mcpd and tmm daemons must be running on the
system.

You perform this task to stop an instance of the tmrouted daemon.

Important: Manage the tmrouted daemon using the tmsh utility only. Attempting to manage tmrouted
using a Linux command or with invalid parameters might cause the daemon to fail.

1. Open a console window, or an SSH session using the management port, on the BIG-IP device.
2. Type your user credentials to log in to the system.
3. If the system has granted you access to the BASH shell prompt, type tmsh. Otherwise, skip this step.
4. At the tmsh shell prompt, type stop /sys service tmrouted.

This command stops any instances of tmrouted that are running on the system, causing the associated
protocol instance to stop propagating routes.

Restarting the tmrouted daemon

Before restarting an instance of the tmrouted daemon, verify that the associated protocol instance is
enabled on the BIG-IP system. Also, verify that the BIG-IP system mcpd and tmm daemons are running
on the system.

You perform this task to restart an instance of the tmrouted daemon. Whenever the BIG-IP system
reboots for any reason, the BIG-IP system automatically starts an instance of tmrouted for each instance
of an enabled dynamic routing protocol.

Important: Manage the tmrouted daemon using the tmsh utility only. Attempting to manage tmrouted
using a Linux command or with invalid parameters might cause the daemon to fail.

1. Open a console window, or an SSH session using the management port, on the BIG-IP system.
2. Type your user credentials to log in to the system.
3. If the system has granted you access to the BASH shell prompt, type tmsh. Otherwise, skip this step.
4. At the tmsh shell prompt, type restart /sys service tmrouted.

This command restarts any instances of tmrouted that are currently stopped. The daemon also
communicates with the nsm daemon to propagate dynamically-learned routes to other BIG-IP system
processes that need to direct application traffic.

Configuring tmrouted recovery actions

Use this task to configure recovery actions when the tmrouted daemon restarts.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type tmsh.
4. Type modify /sys daemon-ha tmrouted running [enabled|disabled]
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• If you want to enable the running-timeout and non-running-action options, type
enabled.

• If you want to disable the running-timeout and non-running-action options, type
disabled.

Typing this command with the enabled option causes the active BIG-IP device to fail over to
another device in the device group whenever the tmrouted daemon restarts.

5. Type modify /sys daemon-ha tmrouted heartbeat [enabled|disabled]
• If you want to enable monitoring for the tmrouted heartbeat, type enabled.
• If you want to disable monitoring for the tmrouted heartbeat, type disabled.

When you type this command with the enabled option and the tmrouted heartbeat is subsequently
lost, the system behaves according to the action specified by the heartbeat-action option.

Location and content of log files

For each dynamic routing protocol, the BIG-IP system logs messages to a file that pertains to the route
domain in which the protocol is running. An example of the path name to a dynamic routing log file
is /var/log/zebos/rd1/zebos.log file, where rd1 is the route domain of the protocol instance.

The system logs additional messages to the files /var/log/daemon.log and /var/log/ltm. The
system logs protocol daemon information for protocol-specific issues, and logs nsm and imi daemon
information for core daemon-related issues.

If a core dynamic routing daemon exits, the system logs an error message similar to the following to
the /var/log/daemon.log file:

Mar  5 22:43:01 mybigip LOGIN: Re-starting tmrouted

In addition, the BIG-IP system logs error messages similar to the following to the /var/log/ltm file:

mcpd[5157]: 01070410:5: Removed subscription with subscriber id bgpd
mcpd[5157]: 01070533:3: evWrite finished with no byte sent to connection 0xa56f9d0 (user 
Unknown) - connection deleted

Creating a debug log file

Perform this task to create a log file for debugging. With a debug log file, you can more effectively
troubleshoot any issues with a dynamic routing protocol.

1. Open a console window, or an SSH session using the management port, on a BIG-IP device.
2. Use your user credentials to log in to the system.
3. At the command prompt, type tmsh.

This opens the tmsh shell.
4. At the tmsh prompt, type this command: run /util imish -r ID.

If the route domain for the protocol you want to configure is the default route domain for the current
partition, you do not need to specify the route domain ID.
This command invokes the IMI shell.

5. Type the command log file /var/log/zebos/rdn/zebos.log.
The variable n represents the relevant route domain ID. This ID must be an integer.
The system creates a debug log file.

6. Type write.
This action saves the log file.
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Address Resolution Protocol

Address Resolution Protocol on the BIG-IP system
The BIG-IP® system is a multi-layer network device, and as such, needs to perform routing functions. To
do this, the BIG-IP system must be able to find destination MAC addresses on the network, based on
known IP addresses. The way that the BIG-IP system does this is by supporting Address Resolution
Protocol (ARP), an industry-standard Layer 3 protocol.

What are the states of ARP entries?
When you use the BIG-IP Configuration utility to view the entries in the ARP cache, you can view the
state of each entry:

RESOLVED
Indicates that the system has successfully received an ARP response (a MAC address) for the
requested IP address within two seconds of initiating the request. An entry in a RESOLVED state
remains in the ARP cache until the timeout period has expired.

INCOMPLETE
Indicates that the system has made one or more ARP requests within the maximum number of
requests allowed, but has not yet received a response.

DOWN
Indicates that the system has made the maximum number of requests allowed, and still receives no
response. In this case, the system discards the packet, and sends an ICMP host unreachable message
to the sender. An entry with a DOWN state remains in the ARP cache until the first of these events
occurs:

• Twenty seconds elapse.
• The BIG-IP system receives either a resolution response or a gratuitous ARP from the destination

host. (A gratuitous ARP is an ARP message that a host sends without having been prompted by an
ARP request.)

• You explicitly delete the entry from the ARP cache.

About BIG-IP responses to ARP requests from firewall devices
The system does not respond to ARP requests sent from any firewall that uses a multicast IP address as
its source address.

About gratuitous ARP messages
When dynamically updating the ARP cache, the BIG-IP system includes not only entries resulting from
responses to ARP requests, but also entries resulting from gratuitous ARP messages.



For security reasons, the system does not fully trust gratuitous ARP entries. Consequently, if there is no
existing entry in the cache for the IP address/MAC pair, and the BIG-IP system cannot verify the validity
of the gratuitous ARP entry within a short period of time, the BIG-IP system deletes the entry.

Management of static ARP entries
You can manage static entries in the ARP cache in various ways.

Task summary
Adding a static ARP entry
Viewing static ARP entries
Deleting static ARP entries

Adding a static ARP entry

Perform this task to add entries to the ARP cache on the BIG-IP system. Adding a static entry for a
destination server to the ARP cache saves the BIG-IP system from having to send an ARP broadcast
request for that destination server. This can be useful when you want the system to forward packets to a
special MAC address, such as a shared MAC address, or you want to ensure that the MAC address never
changes for a given IP address.

1. On the Main tab, click Network > ARP > Static List.
2. Click Create.
3. In the Name field, type a name for the ARP entry.
4. In the IP Address field, type the IP address with which you want to associate a MAC address.
5. In the MAC Address field, type the MAC address that you want to associate with the specified IP

address.
6. Click Finished.

When the BIG-IP system must forward packets to the specified IP address, the system checks the ARP
cache to find the MAC address. The system then checks the VLAN’s Layer 2 forwarding table to
determine the appropriate outgoing interface.

Viewing static ARP entries

Perform this task to view static entries in the ARP cache.

1. On the Main tab, click Network > ARP > Static List.
2. View the list of static ARP entries.

You can now see all static entries in the ARP cache.

Deleting static ARP entries

Perform this task to delete a static entry from the ARP cache.

1. On the Main tab, click Network > ARP > Static List.
2. Locate the entry you want to delete, and to the left of the entry, select the check box.
3. Click Delete.

A confirmation message appears.
4. Click Delete.

The deleted entry is no longer in the BIG-IP system ARP cache.

Address Resolution Protocol

100



Management of dynamic ARP entries
You can manage dynamic entries in the ARP cache in various ways.

Task summary
Viewing dynamic ARP entries
Deleting dynamic ARP entries
Configuring global options for dynamic ARP entries

Viewing dynamic ARP entries

Perform this task to view dynamic entries in the ARP cache.

1. On the Main tab, click Network > ARP > Dynamic List.
2. View the list of dynamic ARP entries.

You can now see the list of dynamic ARP entries.

Deleting dynamic ARP entries

Perform this task to delete a dynamic entry from the ARP cache.

1. On the Main tab, click Network > ARP > Dynamic List.
2. Locate the entry you want to delete and, to the left of the entry, select the check box.
3. Click Delete.

A confirmation message appears.
4. Click Delete.

The deleted entry is no longer in the BIG-IP system ARP cache.

Configuring global options for dynamic ARP entries

Perform this task to apply global options to all dynamic ARP entries.

1. On the Main tab, click Network > ARP > Options.
2. In the Dynamic Timeout field, specify a value, in seconds.

The seconds begin to count down toward 0 for any dynamically-added entry. When the value reaches
0, the BIG-IP system automatically deletes the entry from the cache. If the entry is actively being
used as the time approaches 0, ARP attempts to refresh the entry by sending an ARP request.

3. In the Maximum Dynamic Entries field, specify a maximum number of entries.
Configure a value large enough to maintain entries for all directly-connected hosts with which the
BIG-IP system must communicate. If you have more than 2000 hosts that are directly connected to
the BIG-IP system, you should specify a value that exceeds the default value of 2048.
If the number of dynamic entries in the cache reaches the limit that you specified, you can still add
static entries to the cache. This is possible because the system can remove an older dynamic entry
prematurely to make space for a new static entry that you add.

4. In the Request Retries field, specify the number of times that the system can resend an ARP request
before marking the host as unreachable.

5. For the Reciprocal Update setting, select or clear the check box to enable or disable the setting.
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Option Description

Enabled Creates an entry in the ARP cache whenever the system receives who-has packets from
another host on the network. When you enable this option, you slightly enhance system
performance by eliminating the need for the BIG-IP system to perform an additional ARP
exchange later.

Disabled Prevents a malicious action known as ARP poisoning. ARP poisoning occurs when a host
is intentionally altered to send an ARP response containing a false MAC address.

6. Click Update.

The BIG-IP system now applies these values to all dynamic ARP entries.

Global options for dynamic ARP cache entries

You can configure a set of global options for controlling dynamic ARP cache entries.

Table 7: Global options for dynamic ARP entries

Option Description

Dynamic Timeout Specifies the maximum number of seconds that a dynamic entry can remain in
the ARP cache before the BIG-IP system automatically removes it.

Maximum Dynamic
Entries

Limits the number of dynamic entries that the BIG-IP system can hold in the
ARP cache at any given time. This setting has no effect on the number of
static entries that the ARP cache can hold.

Request Retries Specifies the number of times that the BIG-IP system resends an ARP request
before finally marking the host as unreachable.

Reciprocal Update Enables the BIG-IP system to store additional information, which is
information that the system learns as a result of other hosts on the network
sending ARP broadcast requests to the BIG-IP system.
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Spanning Tree Protocol

Introduction to spanning tree protocols
On networks that contain redundant paths between Layer 2 devices, a common problem is bridging loops.
Bridging loops occur because Layer 2 devices do not create boundaries for broadcasts or packet floods.
Consequently, Layer 2 devices can use redundant paths to forward the same frames to each other
continuously, eventually causing the network to fail.

To solve this problem, the BIG-IP® system supports a set of industry-standard, Layer 2 protocols known
as spanning tree protocols. Spanning tree protocols block redundant paths on a network, thus preventing
bridging loops. If a blocked, redundant path is needed later because another path has failed, the spanning
tree protocols clear the path again for traffic. The spanning tree protocols that the BIG-IP system supports
are Spanning Tree Protocol (STP), Rapid Spanning Tree Protocol (RSTP), and Multiple Spanning Tree
Protocol (MSTP).

Central to the way that spanning tree protocols operate is the use of bridge protocol data units (BPDUs).
When you enable spanning tree protocols on Layer 2 devices on a network, the devices send BPDUs to
each other, for the purpose of learning the redundant paths and updating their L2 forwarding tables
accordingly, electing a root bridge, building a spanning tree, and notifying each other about changes in
interface status.

Note: The term bridge refers to a Layer 2 device such as a switch, bridge, or hub.

About STP protocol
STP is the original spanning tree protocol, designed to block redundant paths as a way to prevent
bridging loops. The STP algorithm creates one, and only one, spanning tree for the entire network. A
spanning tree is a logical tree-like depiction of the bridges on a network and the paths that connect them.

Because STP is unable to recognize VLANs and usually exhibits poor performance overall, STP is not
the preferred spanning tree protocol to use in VLAN-rich environments. However, all participating
interfaces in the spanning tree must use the same spanning tree protocol at any given time. Thus, when
you have legacy bridges in your environment that are running STP, interfaces on the BIG-IP® system
must have the ability to automatically degrade to STP.

Because STP has no knowledge of VLANs, you can have only one spanning tree instance on the BIG-IP
system when using STP.

About the RSTP protocol
RSTP is an enhancement to STP, and was designed specifically to improve spanning tree performance.
Like STP, RSTP can create only one spanning tree (instance 0), and therefore cannot take VLANs into
account when managing redundant paths. However, RSTP’s performance improvements generally make
it preferable to STP in non-VLAN environments.

In the case where legacy RSTP bridges are on the network, BIG-IP® system interfaces running MSTP can
degrade to RSTP, just as they can degrade to STP.

Like STP, RSTP allows only one spanning tree instance on the BIG-IP system.



About the MSTP protocol
MSTP is an enhancement to RSTP and is the preferred spanning tree protocol for the BIG-IP® system.
MSTP is specifically designed to understand VLANs and VLAN tagging (specified in IEEE 802.1q).
Unlike STP and RSTP, which allow only one spanning tree instance per system, MSTP allows multiple
spanning tree instances. Each instance corresponds to a spanning tree, and can control one or more
VLANs that you specify when you create the instance. Thus, for any BIG-IP system interface that you
assigned to multiple VLANs, MSTP can block a path on one VLAN, while still keeping a path in another
VLAN open for traffic. Neither STP nor RSTP has this capability.

A unique feature of MSTP is the concept of spanning tree regions. A spanning tree region is a logical set
of bridges on the network that share the same values for certain MSTP configuration settings. These
configuration settings are: The MSTP configuration name, the MSTP configuration number, the instance
numbers, and the VLAN members of each instance. When the values of these settings are identical on
two or more bridges, the spanning tree algorithm considers these bridges to constitute an MSTP region.
An MSTP region indicates to the spanning tree algorithm that it can use MSTP for all bridges in that
region, and thus take VLANs into account when blocking and unblocking redundant paths.

You do not explicitly create a region. The spanning tree algorithm automatically groups bridges into
regions, based on the values you assign to the MSTP configuration name, revision number, instance
numbers, and instance members.

MSTP can only operate on bridges that are within a region. However, if the BIG-IP system connects to a
bridge in a different MSTP region or outside of an MSTP region, the system still participates in spanning
tree. In this case, the system is part of the spanning tree instance 0, also known as the Common and
Internal Spanning Tree (CIST).

Note: BIG-IP systems released prior to version 9.0 do not support MSTP.

About spanning tree with legacy bridges
A key concept about spanning tree protocols on the BIG-IP® system is the concept of protocol
degradation. Protocol degradation occurs when the spanning tree mode on the BIG-IP system is set to
MSTP or RSTP, but the system detects legacy bridges (that is, bridges running an older protocol type) on
the network. In this case, the BIG-IP system automatically degrades the spanning tree protocol that is
running on each applicable interface to match the protocol running on the legacy device.

For example, suppose you set the BIG-IP system to run in MSTP mode. Later, if a bridge running STP is
added to the network, the BIG-IP system will detect the legacy device and automatically degrade the
protocol running on the BIG-IP system interfaces from MSTP to STP. The mode is still set to MSTP, but
the interfaces actually run STP.

If the legacy device is later removed from the network, you can choose, for each BIG-IP system
interface, to manually reset the spanning tree protocol back to MSTP.

The basic principle of protocol degradation is that each BIG-IP system interface in a spanning tree runs
the oldest protocol that the system detects on the Layer 2 devices of the network. Thus, if a legacy bridge
running STP is added to the network, BIG-IP system interfaces running MSTP or RSTP degrade to STP.
Similarly, if a legacy bridge is running RSTP (and no bridges are running STP), interfaces running MSTP
degrade to RSTP.

Note that when a bridge running MSTP must degrade to RSTP, the spanning tree algorithm automatically
puts the degraded bridge into a separate MSTP region.
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Configuration overview
Regardless of which spanning tree protocol you choose to use, the BIG-IP® Configuration utility offers a
complete set of default configuration settings. Except for choosing a preferred spanning tree protocol to
use, there are very few configuration settings that you need to modify to use the spanning tree feature
effectively.

Note: An alternate way to configure spanning tree protocols is to use tmsh.

When you configure spanning tree on a BIG-IP system, you must first decide which protocol, or mode,
you want to enable. Because MSTP recognizes VLANs, using MSTP is preferable for the BIG-IP system.
However, all bridges in a network environment that want to use spanning tree must run the same
spanning tree protocol. If a legacy bridge running RSTP or STP is added to the network, the BIG-IP
system must switch to that same protocol.

Fortunately, you do not need to continually reconfigure the BIG-IP system spanning tree mode whenever
a legacy bridge is added to the network. Instead, a BIG-IP system interface can detect the addition of a
legacy bridge and automatically fall back to either RSTP or STP mode. If the legacy bridge is later
removed from the network, you can use the BIG-IP Configuration utility to manually reset the interface
back to running MSTP.

Once you have enabled a spanning tree mode, you can configure a set of global options. These options
are the same options that are defined in the IEEE standards for the spanning tree protocols. While you
can use the default settings in most cases, a few settings require user input.

Spanning tree mode
The Mode option specifies the particular spanning tree protocol that you want to use on the BIG-IP®

system. The default value is Pass Through. The possible values are:

Disabled
Specifies that when the BIG-IP system receives spanning tree frames (BPDUs), it discards the
frames.

Pass Through
Specifies that when the BIG-IP system receives spanning tree frames (BPDUs), it forwards them to
all other interfaces. This is the default setting. When you use Pass Through mode, the BIG-IP system
is transparent to spanning tree BPDUs. When set to Pass Through mode, the BIG-IP system is not
part of any spanning tree. Note that Pass Through mode is not part of the IEEE spanning tree protocol
specifications.

STP
Specifies that the BIG-IP system handles spanning tree frames (BPDUs) in accordance with the STP
protocol. This mode allows for legacy systems on the network.

RSTP
Specifies that the BIG-IP system handles spanning tree frames (BPDUs) in accordance with the
RSTP protocol.

MSTP
Specifies that the BIG-IP system handles spanning tree frames (BPDUs) in accordance with the
MSTP protocol.
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When you set the mode to MSTP or RSTP, and a legacy bridge running STP is subsequently added to the
spanning tree, the applicable BIG-IP system interface automatically changes to running STP. However,
you can manually reset an interface to resume operation in RSTP or MSTP mode if the legacy bridge is
later removed from the spanning tree.

Global timers
All three spanning tree protocols, have the same three global timer values that you can specify: Hello
Time, Maximum Age, and Forward Delay.

About the hello time option

When you change the value of the Hello Time option, you change the time interval, in seconds, that the
BIG-IP® system transmits spanning tree information (through BPDUs) to adjacent bridges in the network.
The default value for this option is 2.

Warning: Although valid values are in the range of 1 to 10 seconds, F5 Networks® highly recommends
that you use the default value (2 seconds). This value is optimal for almost all configurations.

Note that when running RSTP, you must maintain the following relationship between the Maximum Age
and Hello Time options:

Maximum Age >= 2 * (Hello Time + 1)

About the maximum age option

When you change the value of the Maximum Age option, you change the amount of time, in seconds,
that spanning tree information received from other bridges is considered valid. The default value is 20,
and the valid range is 6 to 40.

Note that when running RSTP, you must maintain the following relationships between the Maximum Age
and the Hello Time and Forward Delay options:

Maximum Age >= 2 * (Hello Time + 1)
Maximum Age <= 2 * (Forward Delay - 1)

About the forward delay option

Primarily used for STP, the Forward Delay option specifies the amount of time, in seconds, that the
system blocks an interface from forwarding network traffic when the spanning tree algorithm
reconfigures a spanning tree. The default value is 15, and the valid range is 4 to 30.

This option has no effect on the BIG-IP® system when running in RSTP or MSTP mode, provided that all
bridges in the spanning tree use the RSTP or MSTP protocol. However, if the addition of legacy STP
bridges causes neighboring bridges to fall back to running the STP protocol, then the spanning tree
algorithm uses the Forward Delay option when reconfiguring the spanning tree.

Note that when running RSTP, you must maintain the following relationship between the Forward Delay
and Maximum Age options:

Maximum Age <= 2 * (Forward Delay - 1)
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About the transmit hold count option
When you change the value of the Transmit Hold Count option, you change the maximum number of
spanning tree frames (BPDUs) that the system can transmit on a port within the Hello Time interval. This
setting ensures that the spanning tree frames do not overload the network, even in unstable network
conditions. The default value is 6, and the valid range is 1 to 10.

MSTP-specific global properties
If you are running MSTP, you can configure three additional global properties:

MSTP configuration name
Applicable to MSTP only, the MSTP Configuration Name setting represents a global name that you
assign to all bridges in a spanning tree region. A spanning tree region is a group of bridges with
identical MSTP configuration names and MSTP configuration revision levels, as well as identical
assignment of VLANs to spanning tree instances. All bridges in the same region must have this same
configuration name. The name must contain from 1 to 32 characters. This option only appears on the
screen when you set the Mode property to MSTP.

MSTP configuration revision
Applicable to MSTP only, the MSTP Configuration Revision setting represents a global revision
number that you assign to all bridges in a spanning tree region. All bridges in the same region must
have this same configuration revision number. The default value is 0. You can type any value between
0 and 65535. This option only appears on the screen when you set the Mode property to MSTP.

Maximum hop number
Applicable to MSTP only, this global property specifies the maximum number of hops that a
spanning tree frame (BPDU) can traverse before it is discarded. The default value is 20. You can
specify a value between 1 and 255. This option only appears on the screen when you set the Mode
property to MSTP.

Management of spanning tree instances
By default, the spanning tree protocol STP is enabled on all of the interfaces of the BIG-IP® system. The
default spanning tree configuration includes a single spanning tree instance, named 0. A spanning tree
instance is a discrete spanning tree for a network. While STP and RSTP allow only one spanning tree
instance (instance 0), MSTP allows you to create multiple spanning tree instances, to manage redundant
paths for specific VLANs on the network.

When running MSTP, instances that you create have instance members. An instance member is a VLAN
that you assign to an instance when you create that instance. You can assign as many or as few members
to an instance as you deem necessary. By default, all VLANs on the BIG-IP system are members of
instance 0.

If you create an instance and attempt to add a VLAN that is already a member of another instance, the
BIG-IP system deletes the VLAN from the existing instance and adds the VLAN to the new instance.

Each instance name must be a numeric value that you assign when you create the instance.

Note: Only users with either the Administrator or Resource Administrator role can manage spanning tree
instances.
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Spanning tree instances list

You can view a list of existing spanning tree instances using the BIG-IP Configuration utility. For STP
and RSTP, the only instance listed is instance 0. For MSTP, the list shows instance 0, plus any other
instances that you have explicitly created.

When you view a list of instances, you can see the following information for each instance:

• The name of the instance
• The bridge priority number
• The MAC address of the root bridge
• The MAC address of the regional root bridge
• The number of instance members

About spanning tree instance (MSTP-only) creation

The STP and RSTP protocols allow only one spanning tree instance, instance 0, which the BIG-IP®

system creates automatically when you enable spanning tree. When running STP or RSTP, you can
modify the properties of instance 0, but you cannot create additional instances.

When you are running MSTP, however, the MSTP algorithm can explicitly create instances. The reason
that you can create instances is that MSTP recognizes VLANs. By creating an instance and assigning one
or more VLANs to it, you can control bridge loops and redundant paths within those VLANs.

For example, suppose you have two interfaces. One interface is assigned to VLAN A, while the other
interface is assigned to VLANs A and B. If you are using the STP or RSTP protocol, both of which
disregard VLANs, the protocol might block traffic for both VLANs, as shown in this figure.

Figure 15: Using STP or RSTP to block redundant paths

By contrast, the MSTP protocol can make blocking decisions on a per-VLAN basis. In our example, on
the interface that carries traffic for two VLANs, you can block traffic for VLAN A, but leave a path open
for VLAN B traffic. For example:
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Figure 16: A local BIG-IP system that transmits and receives LLDPDUs

Because all BPDUs exchanged within a region always reference instance 0, instance 0 is active on all
interfaces. This, in turn, can cause blocking problems. To avoid this, make sure that each VLAN on a
BIG-IP system is a member of an instance that you explicitly create, rather than a member of instance 0
only. For example, suppose you create the following:

• Instance 1 with VLAN A as a member, where VLAN A is associated with interface 1.2
• Instance 2 with VLAN B as a member, where VLAN B is associated with interface 1.4

In this case, neither interface will be blocked, because the BPDUs sent from each interface reference a
unique instance (either instance 1 or instance 2).

Tip: Because all BPDUs exchanged within a region always reference instance 0, thereby causing
instance 0 to be active on all interfaces, unwanted blocking problems can occur. To avoid this, make sure
that each VLAN on a BIG-IP system is a member of an instance that you explicitly create, rather than a
member of instance 0 only.

About instance ID assignment

When you configure the Instance ID setting, you specify a numeric value for the instance, in the range of
1 to 255. The reason that instance names must be numeric is to handle the requirement that all
cooperating bridges agree on the assignment of VLANs to instance IDs. Using numeric values instead of
names makes this requirement easier to manage.

Bridge priority

The bridge in the spanning tree with the lowest relative priority becomes the root bridge. A root bridge
represents the root of a spanning tree, and is responsible for managing loop resolution on the network. F5
Networks® recommends that you configure this setting so that the BIG-IP® system never becomes the
root bridge. For this reason, the default value for the Bridge Priority setting is 61440, the highest value
that you can select. Note that a bridge priority must be in increments of 4096.

VLAN assignment

If you are running MSTP, you can add members to a spanning tree instance. An instance member is a
VLAN. You add members to an instance by associating one or more VLANs with the instance. The
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interfaces or trunks associated with each VLAN automatically become part of the spanning tree
corresponding to that instance.

For two or more bridges to operate in the same spanning tree, all of those bridges must be in the same
region, and therefore must have the same instance numbers, instance members, and VLAN tags.

For example, if a bridge has instance 1, with two VLAN members whose tags are 1000 and 2000, then
any other bridges that you want to operate in that spanning tree must also have instance 1 with two
VLAN members whose tags are 1000 and 2000.

A particular VLAN cannot be associated with more than one spanning tree instance. For example, if you
have two instances named 0 and 1, you can only associate VLAN external with one of those instances,
not both. Therefore, before creating an instance, verify that each VLAN you intend to associate with the
instance is not a member of another instance.

Tip: If no VLANs appear in the Available list when creating an instance, it is likely that all VLANs on the
BIG-IP® system are members of other instances. You can verify this by viewing the members of other
instances.

About viewing and modifying a spanning tree instance

Using the BIG-IP Configuration utility, you can view and modify properties of any instance, including
instance 0. If you are running MSTP, you can modify the Bridge Priority and VLANs properties. If you
are running RSTP or STP, you can modify only the Bridge Priority property. In no case can you modify
the instance ID.

About deleting a spanning tree instance or its members (MSTP-only)

If you are running MSTP, you might have explicitly created some spanning tree instances. If so, you can
delete any spanning tree instance except instance 0.

You can also remove VLAN members from an instance. When you remove a VLAN from an instance,
the VLAN automatically becomes a member of instance 0. (By default, instance 0 includes any VLAN
that is not a member of another instance.)

If you remove all members from an instance, the BIG-IP® system automatically deletes the instance.

Note: If you are running RSTP or STP, you cannot delete instance 0 or remove members from it.

Interfaces for spanning tree
Some of the configuration tasks you perform when managing a spanning tree protocol pertain to BIG-IP®

system interfaces. The interface-related tasks you perform are:

• Configuring settings on each interface that is to be part of the spanning tree
• Managing interfaces per spanning tree instance

About enabling and disabling spanning tree

When you select the check box for the STP setting, you are specifying that the interface can become part
of a spanning tree. Once the interface becomes part of the spanning tree, the spanning tree protocol (STP)
takes control of all learning and frame forwarding on that interface.

If you disable this setting, the spanning tree protocol treats the interface as non-existent, and does not
send BPDUs to that interface. Also, the interface, and not the spanning tree protocol, controls all learning
and frame forwarding for that interface.

Spanning Tree Protocol

110



If you want to enable or disable spanning tree for a trunk, you must do this on the trunk itself, and not on
the individual interfaces (including the reference link) that make up the trunk.

Also, you must use the Traffic Management Shell (tmsh) to enable or disable spanning tree for a trunk.
From within the tmsh shell, you can use these commands:

• To enable or disable spanning tree on a trunk, type: modify net trunk trunk_name stp
enabled|disabled

• To save the change, type: save /sys config base
• To view the status of spanning tree on all interfaces, including trunks, type: show net stp.

STP link type

When you specify an STP link type, you ensure that STP uses the correct optimizations for the interface.
Possible values are:

auto
When you set the STP link type to auto, the BIG-IP® system determines the spanning tree link type,
which is based on the Active Duplex interface property.

p2p
When you set the STP link type to p2p, the BIG-IP system uses the optimizations for point-to-point
spanning tree links. Point-to-point links connect two spanning tree bridges only. For example, a point-
to-point link might connect a 10 Gigabit link to another bridge. For point-to-point links, the Active
Duplex property interface should be set to full. Note that p2p is the only valid STP link type for a
trunk.

shared
When you set the STP link type to shared, the BIG-IP system uses the optimizations for shared
spanning tree links. Shared links connect two or more spanning tree bridges. For example, a shared
link might be a 10 Megabit hub. Note that for shared links, the Active Duplex interface property
should be set to half.

STP edge port

When you enable the STP Edge Port setting, you are explicitly designating the interface as an edge port.
An edge port is an interface that connects to an end station rather than to another spanning tree bridge.
The default setting is disabled (not checked).

If you would rather have the system automatically designate the interface as an edge port, you can enable
the STP Edge Port Detection setting instead.

If you enable (check) the STP Edge Port setting and the interface subsequently receives STP, RSTP, or
MSTP frames (BPDUs), the system disables the setting automatically, because only non-edge interfaces
receive BPDUs.

Detection of an STP edge port

When you enable the STP Edge Port Detection setting, the system determines whether the interface is
an edge port, and if so, automatically designates the interface as an edge port. The system determines
edge port status by monitoring the interface and verifying that it does not receive any incoming STP,
RSTP, or MSTP frames (BPDUs).

If the system determines that the interface is not an edge port, but you enabled the STP Edge Port setting
to explicitly designate the interface as an edge port, the system removes the edge port designation from
the interface. No interface that receives BPDUs from a bridge can have edge port status, despite the
values of the STP Edge Port and STP Edge Port Detection settings.
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About spanning tree protocol reset

The spanning tree algorithm automatically detects the presence of legacy STP bridges on the network,
and falls back to STP mode when communicating with those bridges. Because legacy STP bridges do not
send spanning tree BPDUs periodically in all circumstances, the BIG-IP® system cannot detect when a
legacy STP bridge is removed from the network. Therefore, it is necessary to manually notify the BIG-IP
system that the algorithm can switch to the RSTP or MSTP protocol again, whenever a legacy bridge has
been removed.

About managing interfaces for a specific instance

When you manage an interface for a specific spanning tree instance, you can:

• View a list of interfaces for an instance
• View instance-specific properties of an interface
• Configure instance-specific settings for an interface

About viewing a list of interface IDs for an instance

Using the BIG-IP Configuration utility, you can view a list of the interface IDs associated with a specific
spanning tree instance.

If you are using MSTP, the interface IDs that appear in the list are the interfaces assigned to the VLANs
that you specified when you created the instance. If you are using STP or RSTP, the interface IDs listed
are those that the BIG-IP® system automatically assigned to instance 0.

The list of interface IDs also displays the following information for each interface:

• The STP instance ID
• The priority
• The external path cost
• The port role

About port roles

The Port Role property of a per-instance interface specifies the interface’s role in the spanning tree
instance. You cannot specify a value for this property; the BIG-IP® system automatically assigns a role to
the interface.

The BIG-IP system can assign one of the following roles to an instance interface:

Disabled
The interface has no active role in the spanning tree instance.

Root
The interface provides a path to a root bridge.

Alternate
The interface provides an alternate path to a root bridge, if the root interface is unavailable.

Designated
The interface provides a path away from the root bridge.

Backup
The interface provides an alternate path away from the root bridge, if an interface with a port role of
Designated is unavailable. The Backup role assignment is rare.
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Port states

The Port State property of an interface specifies the way that the interface processes normal data packets.
You cannot specify a value for this property; the BIG-IP® system automatically assigns a state to the
interface.

An interface can be in one of the following states at any given time:

Blocking
The interface disregards any incoming frames, and does not send any outgoing frames.

Forwarding
The interface passes frames as needed.

Learning
The interface is determining information about MAC addresses, and is not yet forwarding frames.

Settings to configure for an interface for a specific instance

Selecting an interface priority

Each interface has an associated priority within a spanning tree instance. The relative values of the
interface priorities affect which interfaces the system chooses to carry network traffic. Using the
Interface Priority setting, you can select the interface's priority in relation to the other interfaces that are
members of the spanning tree instance.

Typically, the system is more likely to select interfaces with lower numeric values to carry network
traffic. A priority value that you assign to an interface can be in the range of 0 to 240, in increments of
16. Thus, the value you assign to an interface can be 0, 16, 32, 64, and so on, up to 240.

The default priority for an interface is 128, the middle of the valid range.

Specifying path cost

Each interface has an associated path cost within a spanning tree instance. The path cost represents the
relative cost of sending network traffic through that interface. When calculating the spanning tree, the
spanning tree algorithm attempts to minimize the total path cost between each point of the tree and the
root bridge. By manipulating the path costs of different interfaces, you can steer traffic toward paths that
are either faster, more reliable, more economical, or have all of these qualities.

The value of a path cost can be in the range of 1 to 200,000,000, unless you have legacy STP bridges. In
that case, because some legacy implementations support a range of only 1 to 65535, you should use this
more restricted range when setting path costs on interfaces.

The default path cost for an interface is based on the maximum speed of the interface rather than the
actual speed.

For example, an interface that has a maximum speed of 1000 Mb/s (1 Gb/s), but is currently running at a
speed of 10 Mb/s, has a default path cost of 20,000.

Link aggregation does not affect the default path cost. For example, if a trunk has four 1 Gb/s interfaces,
the default path cost is 20,000.

For MSTP, you can set two kinds of path costs, external and internal. For STP and RSTP, you can set an
external path cost only.

External Path Cost
The External Path Cost setting is used to calculate the cost of sending spanning tree traffic through
the interface to reach an adjacent spanning tree region. The spanning tree algorithm tries to minimize

BIG-IP TMOS: Routing Administration

113



the total path cost between each point of the tree and the root bridge. The external path cost applies
only to those interfaces (and trunks) that are members of instance 0.

Internal Path Cost
The Internal Path Cost setting allows you to specify the relative cost of sending spanning tree traffic
through the interface to adjacent bridges within a spanning tree region. Note that the internal path cost
applies only to bridges that support the MSTP mode. The internal path cost applies to those interfaces
(and trunks) that are members of any instance, including instance 0.

To summarize, STP and RSTP use external path costs only, and the costs apply to instance 0 interfaces
only. MSTP uses both external and internal path costs, and the internal costs apply to interfaces in all
spanning tree instances, including instance 0.
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WCCP

About WCCPv2 redirection on the BIG-IP system
The BIG-IP® system includes support for Web Cache Communication Protocol version 2 (WCCPv2).
WCCPv2 is a content-routing protocol developed by Cisco® Systems. It provides a mechanism to redirect
traffic flows in real time. The primary purpose of the interaction between WCCPv2-enabled routers and a
BIG-IP® system is to establish and maintain the transparent redirection of selected types of traffic flowing
through those routers.

To use WCCPv2, you must enable WCCPv2 on one or more routers connected to the BIG-IP® system,
and configure a service group on the BIG-IP system that includes the router information. The BIG-IP
system then receives all the network traffic from each router in the associated service group, and
determines both the traffic to optimize and the traffic to which to apply a service.

In configuring WCCPv2 on a network, you define a service group on the BIG-IP system, which is a
collection of WCCPv2 services configured on the BIG-IP system. A WCCPv2 service in this context is a
set of redirection criteria and processing instructions that the BIG-IP system applies to any traffic that a
router in the service group redirects to the BIG-IP system. Each service matches a service identifier on
the router.

The following illustration shows a one-arm configuration on one side of the WAN and an inline (bridge)
configuration on the other side.

Figure 17: Example of a one-arm configuration



A common deployment of the WCCPv2 protocol
In certain cases, it is not advantageous or even possible to deploy the BIG-IP® system inline. For
example, in the case of a collapsed backbone where the WAN router and the LAN switch are in one
physical device, you might not be able to deploy the BIG-IP system inline.

If you choose not to deploy the BIG-IP system inline, you can use a one-arm deployment. In a one-arm
deployment, the BIG-IP system has a single (hence, one-arm) connection to the WAN router or LAN
switch. The WAN router (or switch) redirects all relevant traffic to the BIG-IP system. In this
configuration, the WAN router typically uses Web Cache Communication Protocol version 2 (WCCPv2)
to redirect traffic to the BIG-IP system.

Figure 18: Network topology for a one-arm connection

The traffic flow sequence in this illustration is as follows:

1. The client initiates a session.
2. A WAN router redirects traffic to the BIG-IP system.
3. The BIG-IP1 processes traffic and sends it back to the WAN router.
4. The WAN router forwards traffic across the WAN.
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Rate Shaping with srTCM Policers

About Single Rate Three Color Marker Policers
A Single Rate Three Color Marker (srTCM) policer meters an IP packet stream and classifies the packets
as either green, yellow, or red. An srTCM policer is useful, for example, for ingress policing of a service,
where only the length, not the peak rate, of the burst determines service eligibility.

The srTCM color classification is based on specific values that you define:

Committed Information Rate (CIR)
This is the rate, in bytes per second, that you want the BIG-IP® system to commit to the guest. For
packets that are part of a flow consuming less than or equal to the CIR value, the system classifies the
packets as green.

Committed Burst Size (CBS)
This is a burst size, in bytes, that you want the system to commit to the guest beyond the CIR value.
For packets that are part of a burst into the allocated CBS value, the system classifies the packets as
yellow.

Excess Burst Size (EBS)
This is a data burst size, in bytes, that exceeds the CIR and CBS values and that you want the system
to classify as excessive. For packets that are part of a burst into the specified EBS value, the system
classifies the packets as red and might drop them.

In general, when you configure an srTCM policer, the BIG-IP system classifies a packet as green if the
packet size does not exceed the CBS, yellow if the packet size exceeds the CBS but not the EBS, and
red otherwise.

Note: SrTCM policers that you create run in color-blind mode only. In color-blind mode, the policer
ignores any color classifications that might have been previously set on IP packets coming into the BIG-
IP system.

Creating a Single Rate Three Color Marker policer
You can create a Single Rate Three Color Marker (srTCM) policer when you want the BIG-IP system to
meter an IP packet stream and classify the packets as either green, yellow, or red. An srTCM policer is
useful, for example, for ingress policing of a service, where only the length of the burst, and not the peak
rate of the burst, determines service eligibility.

1. On the Main tab, click Network > Rate Shaping > Single Rate TCM Policer.
The screen displays a list of Single Rate Three Color Marker (srTCM) policers.

2. In the Committed Information Rate field, type a rate, in bytes per second, that you want the system
to commit to the guest.
An example of a CIR value is 50000000.
For packets that are part of a flow consuming less than or equal to the Committed Information Rate
value, the system classifies the packets as green.

3. In the Committed Burst Size field, type a burst size, in bytes, that you want the system to commit to
the guest beyond the Committed Information Rate value.



An example of a CBS value is 1000000.
For packets that are part of a burst into the allocated Committed Burst Size value, the system
classifies the packets as yellow.

4. In the Excess Burst Size field, type a data burst size, in bytes, that exceeds the Committed
Information Rate and Committed Burst Size values and that you want the system to classify as
excessive.
An example of an EBS value is 2000000.
For packets that are part of a burst into the specified Excess Burst Size value, the system classifies
the packets as Red and might drop them.

5. From the Action list, select the action that you want the system to perform when the system classifies
packets as red:

• Select None when you want the system to take no action, regardless of color classification.
• Select Drop when you want the system to drop packets classifed as red.

6. Click Finished.

After you perform this task, the BIG-IP system includes an srTCM policer, in color-blind mode, that you
can apply to network traffic.
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